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The first step is to establish that something is possible; then probability will
occur.
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Resumo

Diversos desafios surgem durante o desenvolvimento de um software e um deles é certamente
garantir a confiabilidade para se ter um produto final com maior segurança e menor número de
falhas possível. O teste é a forma utilizada de identificar as falhas e fragilidades de um produto,
e com software não é diferente. Testes automatizados podem ser criados e assim gerar uma
certa cobertura de testes para módulos específicos de um software, garantindo assim, que a cada
mudança esse módulo funciona sempre como esperado. Entretanto, em um cenário realista, os
testes automatizados geralmente não são postos em prática por "desperdiçar" o tempo dos de-
senvolvedores e atrasar as entregas. Isso motivou a criação de ferramentas que automatizam
a geração dos testes. Este trabalho pretende estudar o uso dessas ferramentas trabalhando em
conjunto com ferramentas de integração contínua e propõe uma nova alternativa que possa ser o
mais automático possível. Implementamos um plugin do sistema de integração contínua Jenk-
ins com Randoop, uma ferramenta de geração de testes automatizados. Fizemos uma avaliação
empírica comparando o uso de testes manuais, Jenkins integrado ao EvoSuite (desenvolvido
por Acuri et al. [9]) e Jenkins integrado ao Randoop (desenvolvido neste trabalho). Executa-
mos as ferramentas em três sujeitos: Spark, JSoup e Joda-time. Os resultados mostram que a
integração contínua com geração automática de testes é benéfica em ambos os casos (EvoSuite
e Randoop), pois milhares de testes são criados e executados de forma automática. Randoop se
mostrou levemente mais consistente, pois, para o Spark, ele encontrou bugs enquanto EvoSuite,
não. Para o JSoup e o Joda-time, ambos encontraram bugs.

Palavras-chave: integração contínua, teste contínuo, testes automatizados, engenharia de
software
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Abstract

Several challenges arise during software development and one of them is certainly to guarantee
its reliability in order to have a final product with greater security and a few failures. Testing
is the most popular technique to identify the weaknesses of a product and with software is
no different. Automated tests can be created and thus generate a certain coverage of tests
for specific modules of a software, and this way ensuring that, at each change, this module
will always work as expected. However, in a realistic scenario, some developers teams do
not make it part of the development process for regarding it a waste of time, and this has
led to the creation of tools that automate the generation of test cases. This work intends to
study the use of such tools working together with Continuous Integration tools and propose a
new alternative that may be as automatic as possible. We implemented a plugin for the Jenkins
continuous integration tool with Randoop, a tool for automated test case generation. We carried
out an empirical evaluation comparing the use of manual test generation, Jenkins integrated to
EvoSuite (developed by Acuri et al. [9]) and Jenkins integrated to Randoop (developed in this
work). We applied these treatments to three subjects: Spark, JSoup, and Joda-time. The results
show that the continuous integration with automated test case generation is beneficial in both
cases (EvoSuite and Randoop) as thousands of test cases are generated automatically. Randoop
has been slightly more consistent as, for Spark, it found bugs while EvoSuite did not. For JSoup
and Joda-time both EvoSuite and Randoop found bugs.

Keywords: Continuous integration, continuous testing, automated test, software testing, soft-
ware engineering.
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CHAPTER 1

Introduction

Software development teams have, in their daily basis activities, many challenges related to
integration, testing, and building of their code to make it as reliable as possible. However, some
steps are not properly executed and sometimes are ignored. Although testing is essential to
ensure whether the software is reliable so that the development team can find and fix errors more
straightforwardly and quickly, some developers teams do not make it part of the development
process due to waste of time in creating tests [22].

The difficulty to create automated tests has motivated some research related to Automated
Test Generation (ATG) [19]. These techniques generate input values for the developed code
aiming to reach some coverage goal or to reach a failure. They typically use methods like
Symbolic Execution, Search-based Testing, and Random Testing.

In addition to that, in order to speed up the development, software engineers have been using
Continuous Integration (CI) systems to integrate changes in the main codebase. According to
Martin Fowler, Continuous Integration is a software development practice where teams can
integrate their code frequently [13]. Every time a person pushes a code to a repository, changes
are validated automatically by an automated building process. In this building process, the code
can be verified and tested to detect errors and integration issues. This allows people to develop
more reliable software.

In order to better address the software testing in daily activities, a Continuous Integration
system (e.g., Jenkins [4]) can be extended with Automated Test Input Generation and introduce
the concept of Continuous Test Generation (CTG) [10]. The goal of CTG is to give immediate
feedback while the build pipeline is running in the CI system. This means that, for every change
in the codebase, test cases are produced and run, and the developers are able to identify errors
rapidly.

Although there are several automatic test generation tools, just a few are being used in com-
bination with CI systems. For example, for the programming language Java, there is a way to
integrate a CI system to a test case generator: Jenkins (an open source CI system) [4] can be
integrated to EvoSuite [14], and Parasoft Jtest [7]. EvoSuite is a tool that uses the search-based
approach to automate the production of test suites that achieve high code coverage. Parasoft
Jtest is a tool that automates static analysis and unit testing. To the best of our knowledge there
are no other integration as such. In this work, we implemented a new integration between Jenk-
ins and Randoop [8], a tool for random generation of automated test unit for Java. We carried
out experiments comparing test cases generated manually, the Jenkins-EvoSuite integration,
and our Jenkins-Randoop integration. We applied these treatments to three subjects: Spark,
JSoup, and Joda-time. Our results show that Continuous Testing Generation with both Evo-
Suite and Randoop is beneficial: thousands of test cases are generated automatically. Randoop
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CHAPTER 1 INTRODUCTION 2

was slightly more consistent than EvoSuite: it found bugs in Spark while EvoSuite did not. For
JSoup and Joda-time, both EvoSuite and Randoop found bugs.

This monograph is organized as follows. Initially, we introduce basic concepts to better
understand our work (Chapter 2). We propose a Jenkins plugin that integrates with Randoop
and that allows users to choose a tool that better suites their needs to generate automated tests
(Chapter 3). Then we describe how we organized our experiments for these chosen projects
(Chapter 4). Chapter 5 presents a brief review on related works, and Chapter 6 concludes.



CHAPTER 2

Background

In this section we will cover the subjects necessary for a better understanding of the studied
area.

2.1 Continuous Integration

According to Martin Fowler, Continuous Integration (CI) is a software development practice
where teams can integrate their code frequently [13]. The process of integrating code can be a
real nightmare for software development teams if not done in the correct way. Although it may
not be necessary for small teams working on a system with few dependencies, when working
in a large team and on a system with many dependencies, there is a great need to ensure that
every component works properly together [11].

Moreover, Continuous Integration, in it’s simplest form, can be put into practice as a tool
that watches the source code. Whenever a change happens in the source code, usually a version
control system such as git [3], the CI system retrieves the code, generates a build and tests it.
Provided that no issues were found, compiled code can be pushed to production. If anything
goes wrong the developers will be notified so they can fix it immediately [24].

As shown in Figure 2.1, the CI process starts with the developer pushing the code to the
version control system repository. First, the CI server identifies the changes and fetches the
code from the version control repository. Second it needs to know what steps to take to integrate
the software, run the tests, and do other tasks. The input for this step is usually a build script
that contains instructions to generate the build. Finally the CI system sends feedback to specific
project members informing if the build passed or failed and if it is ready for deploy or if it was
already deployed.

Not only Continuous Integration systems can integrate and test code but also can help de-
velopers to keep track of important information about the source code such as code coverage,
health check, and code metrics. In addition to that, CI systems can simplify the deployment by
automating it or providing an interface (typically, a button) that does the deployment process
in one-click.

2.1.1 Software build

A software build is much more than just the compiled code. A build is the final version of
a software. It is the compiled, tested, inspected, among other things, version of a software
[11]. If a build is generated, it means that the software works as expected with all components

3
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Figure 2.1 1. The developers push the code to the System Control Version 2. The Continuous Inte-
gration server identifies that there are changes in the source code and fetches the code. The automation
build process starts and the build is tested. Image credit: Duvall and Glover [11]

integrated.

2.1.2 Build automation

Every step needed to generate a software build can be done one by one manually. Although it
seems simple in some cases, it can get really confusing in a project with many dependencies and
integration. The more steps the build needs to be completed the more mistakes the developers
are prone to commit. Another key point to remember is that a build process may take a long
time to finish and waiting for every step to finish can be a waste of time.

The most recommended solution for generating a software build is to automate the whole
build process. By automating the build process, the developers can focus more on building a
more reliable software and worry less about how to install the software in a computer. To give
an illustration about the importance of automated builds, imagine that only a small change was
made in the code and then the development team has to run the whole build process, step by
step, again.

Basically, by automating a build we are able to run all steps in a single command. There
are already plenty of tools that provide functionality to help to automate builds across many
platforms and for diverse programming languages. The Java community, for instance, has
Ant, Gradle and Maven as the most used according to the survey by David Kiss [2]. For this
monograph, we focus on the Apache Maven [17].

2.2 Apache Maven

Apache Maven [17] is a tool for building and managing any Java-based project. Apache Maven
has as its main objective to make the build process easy, provide a uniform build system, pro-
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vide quality project information, provide guidelines for best practices in development, and
allow transparent migration to new features [17].

2.2.1 Basic structure

Every Maven’s project contains the Project Object Model represented by the file called pom.xml.
This file contains information related to the project including project configuration, project ver-
sion, dependencies, description, and so on. The code snippet in Figure 2.2 is an example of the
most basic pom.xml file for a project called my-project.

There are three required fields in a pom file groupId, artifactId and version. The field
groupId represents a unique identifier of a directory structure containing the project. Although
the groupId is important and unique, it will never be used to identify a maven project, the field
artifactId is, in most cases, the name that represents the project. The version field is generally
used for software version control.

Figure 2.2 Basic pom.xml file. Credits: the author

2.2.2 Adding dependencies

The project dependencies are listed in the pom.xml file as well as the project information.
Maven manages the dependencies list in order to keep it as simple as possible and easy to
identify the other projects integrated with the one being developed. Every dependency goes
inside the dependencies tag. In Figure 2.3 the JUnit project is listed as a dependency.

The command mvn install downloads all dependencies for the Maven project and
make them available for the project.

2.3 Jenkins

Jenkins [24] is an open source Continuous Integration tool written in Java. Jenkins has become
very popular among development teams for the ease of use, appealing interface and very low
learning curve. Another key point that makes Jenkins to be chosen by many development teams
is that it can be adapted to any team’s purpose through the many available plugins.

Although Jenkins needs to run in a dedicated host, it is not a difficult task to set up the
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Figure 2.3 JUnit added as a dependency in the pom.xml file. Credits: the author

environment and get started. In this monograph we have used Jenkins running in a Docker [18]
container that makes the installation process even simpler and requiring fewer steps and with
no need to install dependencies. The Jenkins server up and running is shown in Figure 2.4.

Figure 2.4 Jenkins welcome page.

2.3.1 Plugins

To give a better idea of Jenkins’ versatility, it has more than a thousand plugins, at the time
of writing this monograph [5]. In addition to that, a new plugin can be created and uploaded
directly to Jenkins so it can better suite the user needs. Moreover, Jenkins provides a documen-
tation to support developers to create custom plugins.

Plugins can be used for performance benchmarking [25], regression tests [12], and report-
ing, among other features. As can be seen in Figure 2.5, the available plugins can be found in
the Manage Plugins section.

The base programming language to extend Jenkins via plugins is Java. Since it is over-
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Figure 2.5 Jenkins plugins available page.

whelmingly used by other plugins, Maven is recommended to build the code. The plugin’s de-
velopment can get even easier by running a command that let developers to design an archetype
related to Jenkins. For instance, the Hello World Project archetype below can be generated
through the command:

mvn -U archetype:generate -Dfilter=io.jenkins.archetypes:

After choosing the proper options, the archetype will be generated with an output similar to
what can be seen in Figure 2.6.

Figure 2.6 [Jenkins project archetype generated.
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2.4 Automated Test Input Generation

Alessandro Orso and Gregg Rothermel in their research travelogue paper [19] have investigated
what are the most significant contributions to testing since 2000 and what are the largest open
challenges, in this area, for the future. Among the contributions the researchers have made, the
automated test input generation was the most mentioned one.

Automated test input generation is by no mean a new topic in the testing area. Notwith-
standing with the limitations of the technology before 2000, all research were important and
had its relevance. However, it was in the last decade that the area gained relevance and the most
important results and contributions have appeared [19]. Furthermore, supporting technologies
and advances were made in the areas such as symbolic execution, search-based testing, random
and fuzz testing, and combinations of these techniques.

2.4.1 EvoSuite

EVOSUITE [14] is an automated test input generation tool that achieves high code coverage and
provides assertions. Moreover, EVOSUITE combines not only techniques in the state-of-art, for
instance hybrid search, dynamic symbolic execution and testability transformation, but also
novel techniques such as whole test suite generation and mutation-based assertion generation.

In order to better address a development team’s needs, EVOSUITE comes with few alter-
natives to generate tests. The tests can be generated through command line, IDE plugins and
Maven plugin. There is also an integration, which is not finished, with Jenkins [9]. Although
the integration with Jenkins is still under development, we were able to do some experiments
with open source projects and decided to use it in this work. In further chapters the experiments
with EVOSUITE Jenkin’s plugin will be better detailed.

The first method to generate test cases is by running a command line. Once we obtain
EvoSuite’s compiled and assembled jar file, we can call it to generate tests. The prerequisites
in order to run the command line is to use Java version 8. To generate tests for a single class,
it takes the the fully qualified class name which includes the package name. As an exam-
ple, for a class called Person (see Figure 2.7) in the package com.example and the class path
target/class, the full command line would be:

java -jar evosuite.jar -class tutorial.Stack -projectCP target/class.

The results, if no problems were found, would be two Java files:

evosuite-tests/example/Person_ESTest.java
evosuite-tests/example/Person_ESTest_scaffolding.java

The scaffolding file contains some methods using the JUnit [6] annotations such as @After
and @Before, representing actions before and after each test execution, to ensure that the tests
should only fail if they really find a bug. However, this file is not important for this work as
we are focusing on the generated unit tests that is located in other file. As it can be seen in
Figure 2.8, the Person_ESTest class contains a certain number of JUnit tests and it can get
bigger depending on the command parameters.
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Figure 2.7 Java file example for a Person class. Credits: the author

Finally, after all tests are generated, EvoSuite gives as output a Comma-separated Value
(CSV) file that contains statistic information about the tests generated, which is very useful for
experiments. There are plenty of output variables that might help us to understand better the
generated tests. Some examples of output variables include coverage, criterion used to generate
tests, target class and mutation scores, among others.

2.4.2 Randoop

Carlos Pacheco and Michael D. Ernst defined in their article "Randoop: Feedback-Directed
Random Testing for Java" [20], Randoop as a tool for random, but meaningful, generation
of automated test unit for Java. Randoop takes as input the classes under test, the limit time
for generating tests and optionally a set of properties to be checked. The output for the test
generation is two test suites, one for error-revealing and another for regression (non error-
revealing).

Randoop works by using feedback-directed random testing using execution feedback while
generating tests in order to avoid redundant and illegal inputs. Randoop creates sequences of
methods calls incrementally that generate and change objects. These method calls are randomly
selected and the arguments are selected according to the previous sequences.

Although Randoop has a Maven plugin [27], it is not an official one and consequently the
way for generating tests is via command line. Similarly to EVOSUITE, the jar file needs to be
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Figure 2.8 Unit test for class Person generated by EvoSuite. Credits: the author

downloaded and, since Randoop runs on a Java 7 or Java 8 JVM, these dependencies must be
satisfied. Three command are available to run, gentests to generate unit tests, minimize that
makes it easier to diagnose errors in the Java files and help that provides a method’s details.

Considering that $RANDOOP_JAR is the path to Randoop jar and that we want to generate
tests for the java.util.Collection during 60 seconds, the command would be:

java -classpath $RANDOOP_JAR randoop.main.Main gentests --testclass
java.util.Collections --time-limit=60

Two test suites will be generated if everything works as expected: ErrorTest and Regres-
sionTest. The ErrorTest suite is error-revealing tests, while the RegressionTest suite does not
reveal errors, but can be used to detect future regression bugs.

2.5 Continuous test generation

Continuous Test Generation (CTG) was introduced by José Campos, Andrea Arcuri, Gordon
Fraser and Rui Abreu in the article "Continuous Test Generation: Enhancing Continuous Inte-
gration with Automated Test Generation" [10]. In summary, CTG happens when a Continuous
Integration (CI) system is extended with an Automated Test Generation (ATG) tool.

Although tests can be generated with ATG tools such asEVOSUITE and Randoop directly
in the developer’s machine, it may not be very feasible. The developer’s machine must allocate
plenty of resources for the ATG tool and it may slow down the machine’s performance and
consequently impact other activities. The solution would be to generate tests in a CI system.
CI systems run usually in a remote powerful machine and does not impact at all on others
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activities in the development process.



CHAPTER 3

Continuous Test Generation for Randoop

This chapter describes how Jenkins has been integrated to Randoop.

3.1 Proposed tool

In this chapter we propose a CTG system by extending Jenkins with Randoop in order to make
it possible to generate tests during development. The main idea is to allow software teams to
generate and execute tests in a remote machine and make the software development process
more efficient. The solution provided is a Jenkins plugin that can be easily installed and used
with few configurations.

An overview of the whole CTG process can be seen in Figure 3.1. First, the development
team submits a new code to the git repository. Second, the CI starts with Jenkins cloning the
code from the repository and generating the software build. Then, the Randoop’s plugin scans
the build in order to collect the classes to be under testing, and discarding abstract classes since
they are not used for unit tests. After the tests are generated they are moved to the default test
directory (e.g /src/test) inside the "randoop" folder. Finally, the tests are run and a feedback is
sent to the development team warning them whether the CTG succeeded or failed. The dashed
line is a further implementation for pushing the generated tests into the git repository in case
everything works as expected.

3.2 Extending Jenkins

This section describes how Jenkins has been extended in terms of project configuration, input
generation and output generation.

3.2.1 Project configuration

As mentioned before, the proposed tool is a Jenkins extension that can be easily installed and
configured. The plugin is a Maven project. In the pom.xml file we had to explicitly download
and unzip the Randoop plugin due the fact it is not officially available in the Maven central
repository yet.

In order to download the Randoop plugin, we used maven-download-plugin which is ba-
sically a plugin meant to help a Maven user to download different files on different protocol
in part of Maven build. The code snippet bellow represents the build part that downloads and
unpacks maven.

12
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Figure 3.1 CTG diagram for Randoop. Credits: the author

<plugin>
<groupId>com.googlecode.maven-download-plugin</groupId>
<artifactId>download-maven-plugin</artifactId>
<version>1.3.0</version>
<executions>

<execution>
<id>download-randoop-all</id>
<phase>validate</phase>
<goals>

<goal>wget</goal>
</goals>
<configuration>

<url>${randoop-url}</url>
<unpack>false</unpack>
<outputDirectory>

${project.build.directory}/randoop-lib
</outputDirectory>

</configuration>
</execution>
<execution>

<id>unpack-randoop-all</id>
<phase>validate</phase>
<goals>

<goal>wget</goal>
</goals>
<configuration>

<url>${randoop-url}</url>
<unpack>true</unpack>
<outputDirectory>
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${project.build.outputDirectory}
</outputDirectory>

</configuration>
</execution>

</executions>
</plugin>

The property randoop-url points to the Randoop releases url in the Randoop’s Github web-
site. After the plugin is downloaded it needs to be installed. So we added the following code
as part of the project build as well:

<plugin>
<artifactId>maven-install-plugin</artifactId>
<executions>

<execution>
<goals>

<goal>install-file</goal>
</goals>
<phase>initialize</phase>
<configuration>

<artifactId>randoop-all</artifactId>
<groupId>randoop</groupId>
<version>${randoop-version}</version>
<packaging>jar</packaging>
<generatePom>true</generatePom>
<file>

${project.build.directory}/randoop-lib
/randoop-all-${randoop-version}.jar

</file>
</configuration>

</execution>
</executions>

</plugin>

Finally, the Randoop plugin can be set as a project dependency and it is ready to be used.

<dependency>
<groupId>randoop</groupId>
<artifactId>randoop-all</artifactId>
<version>${randoop-version}</version>
<scope>provided</scope>

</dependency>

3.2.2 Test generation input

We have used four main input parameters: -classpath, –time-limit, –junit-package-name, –
junit-output-dir and –testclass. The parameter -classpath is a Java specific parameter to tell
where Java will search for classes in order to run the program. The time (in seconds) to gen-
erate tests is captured by the parameter –time-limit. The parameter –junit-package-name is the
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name of the package for the generated JUnit files and –junit-output-dir is the name of the di-
rectory to which JUnit files should be written. The classes to be tested are represented by the
parameter –testclass, which should contain the fully-qualified raw name of a class to test, such
as java.util.List.

In order to cover every project class, we implemented a scanner method that searches in the
target/classes folder for Java classes. Once target/classes is in the -classpath parameter, tests
can be generated for them through the parameter –testclass.

3.2.3 Test generation output

The tests starts to be generated during the Maven test phase. In the application console, it
is possible to follow the test generation progress (Figure 3.2). As mentioned before, in the
Randoop introduction section, there are two types of files generated: regression tests and error
tests. Both of them are generated in the directory /target/generated-test-sources/ related to
the project base directory. Due to the fact that there is no integration with the source code
versioning system, the generated test must be downloaded from Jenkins workspace in order to
integrate them into the codebase by commiting the changes to the code repository.

Figure 3.2 Application console during Randoop test generation. Credits: the author

3.3 Installing and configuring the plugin

Jenkins provides many ways of installing a plugin and, for the proposed Randoop plugin, since
it is not an official plugin, it needs to be packaged as an .hpi file and uploaded directly into the
Jenkins running system. Jenkins plugins need to have an .hpi extension in order to be uploaded
into the Jenkins system. In order to generate it, some changes need to be made into the pom.xml
file. Maven provides the field packaging to define how the project will be packaged when
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built. In order to generate the hpi file, the packaging values must be set to hpi as the default
is jar. After packaging, just run the command mvn package.

Once the hpi file is generated, it can be uploaded in the "Manage plugins" section under
the "Advanced" tab (see Figure 3.3). After the installation, the next step is to configure the
build process to include the Randoop test generation as a post-build action. As can be seen in
Figure 3.4, the step name is currently "Randoop".

Figure 3.3 Jenkins upload plugin section. Credits: the author
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Figure 3.4 Randoop post-action configuration. Credits: the author



CHAPTER 4

Experiments and Results

To compare the test generation between our proposed Randoop plugin and the EvoSuite plugin,
we performed an experiment using open source projects from Github1.

4.1 Subjects selection

We used three different Github open source repositories for our experiments. The main require-
ments were that the project should have commits since 2014 (in order to organize the commits
in a time-line)2, and that it had to be a Maven project. The need to be a Maven project was due
to the limitation of the EvoSuite Jenkins plugin which currently accepts only Maven projects.
We also preferred to select projects with a considerable amount of classes and good popularity
on Github. A summarized information about the subjects selected can be seen in Table 4.1.

Project name Commits Github stars Classes
spark 940 7,527 133
jsoup 1,199 6,056 79
joda-time 2,073 755 179

Table 4.1 Experiments subjects information.

The project spark is a micro framework for creating web applications; jsoup is a Java
library for working with real-world HTML; joda-time is a Java library that provides a quality
replacement for the Java date and time classes.

4.2 Experiments procedures

For every project, we separated about five commits with an interval from six months to one year
between them. First, we forked the main repository and then created different branches for each
commit. The master branch was always used representing the current state of the project. The
experiments can be summarized in the following steps:

1https://github.com/
2Commits before 2014 usually had deprecated dependencies or very old Java compiler version set in the

pom.xml file

18
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Fork the repository For each project, we have forked it to a repository in which we have
writing access. This way, we could add configurations into the project and push changes
to the git repository.

Choose past commits and create branches In the Github website, we can search for past
commits, and we used this facility to choose commits in the range of six months to
one year. Branches for the forked repository were created for each commit allowing us
to modify the past commits and push changes as well.

Create and configure Jenkins jobs For each branch (representing the git commits) we cre-
ated a Jenkins job and configured them differently. The configurations in common was
to build the build using the Maven command MVN CLEAN INSTALL. For the non-master
branches, we configured a pre-step in order to checkout them before building the project.

Run the configured jobs First, we ran the job without the ATG tool and saved the unit test
results. Secondly, we added the ATG tool into the project build process. Finally we built
the project one more time with the generated tests. Figure 4.1 shows the JENKINS builds
at the end of the experiment for the project spark.

Figure 4.1 Spark project jobs for EvoSuite experiments. Credits: the author

As can be seen in Figure 4.2, after the commits were separated, JENKINS could build every
one of them separately.

4.3 Experiments results

In this section we show the results of the experiments applied to the subjects selected. The tests
were generated with the default parameters with the Maven command:

mvn -DmemoryInMB=8000 -Dcores=8 evosuite:generate evosuite:export
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Figure 4.2 Experiments procedure diagram. Credits: the author

The parameters memoryInMB and cores represent the machine’s resource allocation for Evo-
Suite to generate the tests. The prefix evosuite is followed by other two goals: generate and
export. The goal generate is the main command to start test generation and export moves files
from the .evosuite folder to the the target folder defined as ${targetFolder} in pom.xml as shown
in the following example:

<plugin>
<groupId>org.codehaus.mojo</groupId>
<artifactId>build-helper-maven-plugin</artifactId>
<version>1.8</version>
<executions>

<execution>
<id>add-test-source</id>
<phase>generate-test-sources</phase>
<goals>

<goal>add-test-source</goal>
</goals>
<configuration>

<sources>
<source>${targetFolder}</source>

</sources>
</configuration>

</execution>
</executions>

</plugin>

In what follows we present the results of our experiments grouped by subject.

4.3.1 Spark

The first experiment was carried out for the Spark project (see Table 4.2). This project did not
have many tests and probably reached a small code coverage, and yet EvoSuite could generate
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166 tests and no failures were found in the 2014 commit. Randoop could generate much more
tests and found few failures (53 failures for 2,089 tests generated). One year later, in the
commit from 2015, the project increased in size and the consequence was that more tests were
generated by EvoSuite. The same experiment was done with the commit from 2016. However,
due to the number of errors in running the plugin, no tests were generated neither for EvoSuite
nor Randoop. A deeper investigation is needed to investigate the reason both tools could not
generate any test for this specific commit. The red row in Table 4.2 represents the results
obtained for this experiment. The commit from 2017 and 2018 (represented by the master
branch at the time this work is written) have similar results with a few generated test and no
failures found for EvoSuite but bugs were found, in a similar ratio from past commits, for
Randoop.

Table 4.2 The results for spark.
spark

Manual EvoSuite Randoop
Commit Date

Tests Failures Tests Generated Failures Tests Generated Failures
Jun 11, 2018 302 0 92 0 1,831 3
Jun 12, 2017 292 0 35 0 1,357 44
Jul 4, 2016 283 0 0 0 0 0
Jul 29, 2015 72 0 361 0 1,795 114
Jul 4, 2014 68 0 166 0 2,089 53

The conclusion for the experiment with the subject Spark was that EvoSuite might not
have been better for bug finding then manual test generation. However, the time saving in test
generation and execution could be a determinant factor for choosing EvoSuite since 2014. For
Randoop, the failures found could be investigated to determine if they were fatal or expected
(especially in the cases of null inputs generated by Randoop as this would never be a case with
the application running for real).

4.3.2 JSoup

The JSoup project is larger than Spark as we can see in the results in Table 4.3. Thus, more
tests could be generated and more bugs could be found for Randoop and EvoSuite. Even
though the JSoup project have plenty of tests created by its developers, much more tests could
be generated with both tools and many bugs could be found. From 2014 to 2018, 255 tests were
created manually and more than 2,000 could have been generated by invoking EvoSuite during
development since 2014. Randoop could generate more tests than EvoSuite in 2016 and 2017.
However, fewer failures were found by Randoop. Randoop found more failures than EvoSuite
only in 2018.

A result which is worth to highlight, for EvoSuite, is the first row in Table 4.3. Until 2017,
a pattern could be found with an approximated number of test generated and test failures, but
in 2018 much more tests were generated and only one failure was found. A future investigation
on the tests generated from 2017 to 2018 is worth it in order to compare with the previous
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Table 4.3 The results for jsoup.
jsoup

Manual EvoSuite Randoop
Commit Date

Tests Failures Tests Generated Failures Tests Generated Failures
May 12, 2018 669 0 2,027 1 1,439 39
Jun 10, 2017 540 0 921 96 1,236 12
Jun 17, 2016 486 0 913 96 1,093 23
Jun 17, 2015 457 0 1,019 117 938 9
Jul 23, 2014 414 0 1,146 94 809 11

bugs found from 2014 to 2017 to verify if they were fixed and covered. For Randoop, the test
generation history seems to have been more consistent with no outliers.

4.3.3 Joda-time

Joda-time is the largest project in the experiment (see Table 4.1) and this reflects in the gen-
erated tests numbers. Table 4.4 shows that manual tests did not increased much from 2014 to
2018. However, EvoSuite generated 1,542 (3,329−1,787 = 1,542) additional tests from 2014
to 2016.

Table 4.4 The results for joda-time.
joda-time

Manual EvoSuite Randoop
Commit Date

Tests Failures Tests Generated Failures Tests Generated Failures
Jun 11, 2018 4,222 0 3,199 180 835 92
Jun 12, 2017 4,207 0 3,365 196 1,448 204
Jul 4, 2016 4,191 0 3,329 342 578 69
Jul 29, 2015 4,157 0 2,788 560 1,305 168
Jul 4, 2014 4,093 0 1,787 113 1,254 153

The results for Randoop has more variations. For example, from 2015 to 2016 the number
of generated tests decreased followed by the number of failures. On the other hand, the ratio
between tests generated and bugs found was higher than the results for EvoSuite.

4.4 Concluding Remarks

In general, our experiments have shown that Continuous Test Generation with both EvoSuite
and Randoop are beneficial: for some commits, thousands of test cases are generated automat-
ically. Although Randoop has been slightly more consistent in bug founding (EvoSuite has not
found any bugs for Spark), as they are complementary test generation tools (they use different
approaches), we cannot dismiss one in favor of the other.



CHAPTER 5

Related Work

This chapter reviews related work on software testing, continuous integration, and automated
test generation, which are the main topics of this work.

Campos et al. [10] have done a research on how to enhance CI systems with automated
test generation. In this research, a significant improvement on test data and reduction in test
generation time by up to +83% was achieved. On the other hand, the authors could identify
that, even though the experiments shows as result improvement in test quality, it can cause
some problems. Testability problems can be found when there are regular runs of CTG and
some code improvements might be needed to be applied.

Arcuri et al. [9] proposed a solution that invokes EvoSuite during software development and
one of the proposed solution is the integration of EvoSuite and Jenkins. The proposed Jenkins
plugin uses an approach to select only tests for classes that have been added or modified, or tests
that have achieved higher coverage, or tests that have aimed at a goal not covered in previous
tests. The plugin also provides a visualization that shows the code coverage and time spent on
test generation. Some statistic information are also available for testable classes, number of
generated test cases, among others. Also, it is possible to commit and push the generated test
into the repository configured for the build. In order to generate the tests, EvoSuite must be
part of the software build process. This can be done through some Maven configuration steps.
The current version of the plugin does not generate the tests without maven configuration.

Robinson et al. [21] present a suite of techniques that enhances Randoop. The problem
found was that tests automatically generated were designed to increase coverage and find bugs
rather than generate maintainable regression test suites. This led the research to propose a
maintainable regression test automatically generated by Randoop on real software programs
rather than library code. The main contribution was an extension for Randoop that creates
more maintainable and easier to read codes with high coverage and mutation kill score.

Faser et. al [15] have tried to answer in their work whether ATG tools really helps software
testers. The main purpose was to identify how ATG tools impact on the test process compared
to manual testing. ATG tools are mostly evaluated by automatically generated metrics without
involving humans. With that in mind, the experiments involved 49 humans and addressed the
following research metrics: the structural code coverage achieved during testing, the ability
of testers to detect faults in the class under test, the number of tests mismatching the intended
behaviour of the class and the ability of produced test suites to detect regression faults?.

23
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5.1 Concluding Remarks

In this work, we have proposed an extension for Jenkins to generate new test suites using
Randoop. Due to the lack of documentation, the whole development was based on existing
open source plugins. The plugin development was mainly based on the extension proposed by
Arcuri et al. [9]. The proposed plugin was carefully studied in order to better understand the
best way to generate tests in a CI system.

Although the proposed plugin was based on the EvoSuite plugin for Jenkins, different ap-
proaches were used to generate tests. For the EvoSuite plugin, the test generation must be part
of the build process, i.e. changes in the Maven configuration file must be done in order to
generate the tests. Our proposed plugin generates the tests without any changes in the main
codebase. This way, the continuous test generation is completely handled by Jenkins.

The studies in Campos et al. [10] have motivated even more to enhance a continuous in-
tegration system with an ATG tool and to understand properly the benefits for generating test
continuously and how to obtain results from experiments. In the same way, the presented tech-
niques by Robinson et al. [21] have helped to better understand Randoop and the importance
to make automated test generation even closer to the software development basis.



CHAPTER 6

Conclusion

In this work we have introduced a solution that allows development teams to generate auto-
mated random tests during software development. A Jenkins plugin for Randoop was created
in order to make it as easy and automatic as possible. The plugin can generate and run regres-
sion tests while using previous tests as feedback for new tests. Every test case is saved in the
Jenkins workspace and can be pushed into the git repository with extra Jenkins configuration.

Due to the lack of documentation on how to create Jenkins plugin, we relied on the Jenk-
ins plugin proposed by Acuri et al. [9]. The source code is available in the EvoSuite github
repository and we studied it in order to make it possible to replicate it for another ATG tool.

Another challenge was to create a history based experiments with the subjects selected. At
first, we selected more than five projects to generate tests with EvoSuite and analyzed how
CTG works with an existing tool. A lot of changes had to be made for large projects such as
the Spring-Boot framework and even though we could not make the test generation as simple
as it should be. Thus, we decided to keep three projects with simpler architecture but with a
significant amount of classes.

Our results show how Continuous Test Generation is beneficial: thousands of test cases are
produced and many failures were found.

As limitations, we are aware that our proposed tool can be improved. In future work, our
central idea is to have a framework for ATG tools that allows development teams to choose any
ATG tool among others in a CI system. Also, a visualization can be implemented for a better
interpretation of the CTG.
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