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This paper describes various forms of line drawing representation, compares 
different schemes of quantization, and reviews the manner in which a line drawing 
can be extracted from a tracing or a photographic image. The subjective aspects 
of a line drawing are examined. Different encoding schemes are compared, with 
emphasis on the so-called chain code which is convenient for highly irregular line 
drawings. The properties of chain-coded hne drawings are derived, and algorithms 
are developed for analyzing line drawings to determine various geometric features. 
Procedures are described for rotating, expanding, and smoothing line structures, 
and for establishing the degree of s~milarity between two contours by a 
correlation techmque Three applications are described in detail automatic 
assembly of jigsaw puzzles, map m~tchmg, and optimum two-dimensional 
template layout. 
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I. INTRODUCTION 

A line drawing is one of man's most common 
and effective means of communication, and 
its processing by computer has attracted the 
attention of computer engineers for more 
than a decade [26, 57, 71, 81, 129, 143, 145]. 
In a simple sense, a line drawing is a picture 
that conveys to its viewer information 
through the shape, size, and manner of inter- 
connection of thin lines on a contrasting 
background. The thickness of the lines, their 
color, or the color or texture of the back- 
ground are either of no or at most of symbolic 
significance. We find line drawings in high- 
way maps, engineering drawings, weather 
maps, temperature charts, graphs of statis- 
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tical data, and alphanumeric text. Not only 
are there many graphical presentations 
which are directly recognizable as line draw- 
ings, but also many photographs and half- 
tones carry the information of interest in 
what is essentially a lineal rather than a 
textual form. In this paper we shall be con- 
cerned with the computer processing of line 
drawings. However, it is important to keep 
in mind that a line drawing is a medium of 
communication, and that in speaking of 
"processing a line drawing" we are in fact 
referring to the processing of the informa- 
tion conveyed by the line drawing [87]. 

Before proceeding further it is necessary to 
define three terms of which we shall make 
frequent use---"image," "line drawing," and 
"line structure." An image is a natural visual 
object that is characterized by the two-di- 
mensional spatial variation of brightness or 
color or both. It is objectively sensed by the 
normal human eye, and does not depend on 
the assignment of meaning for its definition. 
Every photograph, every painting, every 
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printed page- - these  are all examples of 
images. 

A line structure is a geometrically defined 
concept, consisting of an assembly of points, 
line segments, and curve segments in 
Euclidean space. The assembly need not be 
connected. Line structures can be defined 
prectsely and unambiguously in an appro- 
priately selected coordinate system. For ex- 
ample, we m a y  describe a part icular  two- 
dimensional line structure in a r ight-handed 
Cartesian coordinate system by  the set of 
s ta tements :  

line segment from (3, 2) to (6, 2) 
line segment from (6, 2) to (6, 6) 
line segment from (6, 6) to (3, 6) 
line segment from (3, 6) to (3, 2) 
circle of radius 1.5, centered at  (6, 2) 

where (x, y) is the usual geometric notat ion 
for a point. If  desired, this line s tructure can 
be represented visually by  an image, as 
shown in Figure 1. The image then serves as 
a physical model for an abs t rac t  concept, 
which it represents to a certain hmi ted  ap- 
proximation.  

The  use of an image to convey informa- 
tion is, as in all forms of modelling, a highly 
subjective process, dependent on the ob- 
server, his past  experience, the time, the 
place, and the context in which the informa- 
t ion is to be conveyed [77]. We shall use the 
t e rm l~ne drawing to denote an image used to 
convey mforma tmn  about  a two-dimensional 
(2D) hne structure. Note  tha t  the line struc- 
ture must  only be perceived for an image to 
convert  into a line drawing- - i t  need not be 

$ 
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recognized (i.e., its meaning need not be 
identified). Thus there is little difficulty in 
perceiving a 2D line structure in Figure 2. 
The question as to whether the particular 
2D line structure represents a valid iso- 
metric projection of a three-dimensional 
object is irrelevant for establishing Figure 2 
as a line drawing [69]. 

Any line drawing is first of all an image-- i t  
can become a line drawing in the mind of the 
beholder if he so perceives it. Thus a motorist  
looking for the best route between two cities 
will regard a highway map as a line drawing; 
but  the map is merely an image when exam- 
ined for its value as a decorative item. 
Similarly, a newspaper page is fundamentally 
an iznage; when viewed by a literate person, 
it may be subjectively converted into a line 
drawing, conveying information via the 
shape of the printed characters. From the 
point of view of conveying purely graphical 
information (i.e., the 2D line structure), it is 
sufficient tha t  the characters be abstracted 
(perceived) as distinct graphical objects rep- 
resented by shape and size, and, possibly, by  

I 

Fm 2 An image perceivable as ahne drawing 

(o) 

Fio. 3. Two other images readily perceived as 
line drawings 

the relative positioning of multiple parts;  it 
is not necessary tha t  the characters be 
"recognized" and a meaning assigned to 
them. Nor is it required that  the observer 
understand the message carried by  the char- 
acters. The message can be "in code" or 
merely gibberish. The three symbols of 
Figure 3a are all readily perceived as line 
drawings. Similarly, the image of Figure 3b is 
easily perceived as a line drawing, conveying 
some (as yet  unspecified) information via 
the boundaries between the black and white 
areas. No message is apparent. If the page is 
turned top to bottom, the reader with some 
imagination may recognize a basketball 
game in progress.* 

As with any communication medium, 
actual t ransmittal  of information via line 
drawings can occur only when there is an 
agreed-upon convention between the person 
" t ransmtt t ing"  and the person "receiving." 
This communication convention, commonly 
referred to as the communication language, 
is as essential an ingredient of line-drawing 
communication as it is of ordinary person-to- 
person conversation. Expressed in another 
way, we can regard a 2D line structure as a 
"s ta tement"  in a particular visual communi- 
cation language [22, 32, 77, 89]. There can be 
many different 2D line-structure languages, 
and each can have its own set of dialects. (An 
example of this is provided by  the different 

* The basketball symbol for the 1972 Olympics. 
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sets of traffic signs used around the world.) 
Awareness of the inherent linguistic nature 
of line structures is prerequisite to an under- 
standing of their processing by  means of a 
digital computer  [35, 36, 81, 95]. 

The phrase "processing of line drawings" 
is at times used to refer to two very different 
operations. One is the extracting of 2D line 
structures from line-drawing images, and 
the other is the processing of line structures 
to extract information of interest.* The first 
of these operations is largely context-inde- 
pendent and is commonly referred to as pre- 
processing. We shall be concerned almost 
entirely with the second-- the processing of 
line structures after they have been extracted 
from their source media. 

We have here seemingly placed emphasis 
on the processing of 2D line structures. 
They  are the most common; however, 3D 
line structures are also important,  especially 
for describing objects in the physical world 
(e.g., architectural structures). Although we 
are able to process 3D line structures (and 
even those of higher-order dimensions), only 
2D line structures can be rendered umquely 
via line drawings. To render 3D line struc- 
tures, we must generate 2D line-structure 
projections, and such rendering is invariably 
fraught with ambiguities. Of course, for a 3D 
line structure there is still the possibility of 
building a physical wire-frame model. Such 
a model can display a 3D structure in a man- 
ner analogous to tha t  in which a line drawing 
displays a 2D structure. 

A line structure can originate in one of 
three ways, and the nature of its origin sig- 
nificantly affects the way in which it can be 
processed. First, a line structure may be ab- 
stractly specified in a geometric sense, as was 
done here for the rectangle and circle subse- 
quently displayed by  means of the line 
drawing of Figure 1. This is the case where 
the line drawing serves as a model for the 
line structure. 

A second source of line structures is what 
we shall call tracing. The path  of a drafts- 
man's hand in tracing a figure in a photo- 
graph, the course of a ship on the high seas, 
or the track of an ant crawling over a table 

* There is a possible third operation-:'the one en- 
gaged m by workers m a paper recycling plant, who 
may also speak of "processing hne drawings " 
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top can all be directly represented in the 
form of line structures. Tracing in a plane 
leads to 2D line structures, and tracing in 
3-space leads to 3D line structures. Tracings 
are derived from the physical world, and, if 
planar, can be represented by  line drawings. 

Images provide the third source of 2D line 
structures. In this case, the line structure 
serves as a model for the information con- 
veyed by  the image, rather  than conversely. 
(It is the line structure that  is now the ap- 
proximation!) Commonly, the line structure 
is used to represent equi-density contours 
(isophotes) [67, 118, 127], medial-axes func- 
tions ("skeletons") of constant-density 
"blobs" [9, 90, 102] or boundary lines sepa- 
rating portions of different density, color, or 
texture in an image [48, 56, 86, 118, 125, 
126]. 

I t  is instructive to group line-structure 
processing problems into four categories on 
the basis of the input and output  of the op- 
eration, as illustrated in Figure 4. In analysis, 
a line structure is given and its characteris- 
tics are to be determined. If the structure is 
tha t  of a highway map, a typical problem 
might be to determine the road with the 
fewest number of Intersections between two 
cities. If it is tha t  of an engineering drawing 
of a machine part,  the problem may be to 
find the location of the centroid of the part.  
Synthesm is concerned with the generation of 
line structures having certain specific char- 
acteristics, and then with their display by 
means of labelled line drawings. Engineering 
and architectural drawings are among the 
most common examples of synthesis. Manip- 
ulation encompasses those problems in which 
line structures are subjected to transforma- 
tions. An example is provided by the genera- 
tion of Mercator  map projections from 
Ear th  satellite photographs. Paltern recogm- 
twn has as its objective the classification of 
line structures. I t  has much in common with 
analysis; however, the determination of 
characteristics (features) is merely a means 
toward estabhshing membership in classes 
rather than the prime objective. Examples 
are" recognizing terrain features in aerial 
photographs, machine reading of printed 
characters, and the automatic classificatxon 
of fingerprints. 
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2. DESCRIPTION OF LINE STRUCTURES 

As a first step in the computer processing of 
line drawings, we must find a way to describe 
the line drawings in the language of the com- 
puter. A computer line-drawing description 
--as distinguished from a computer image 
description--will necessarily be a line struc- 
ture, expressed precisely and unambiguously 
in terms of a (not-necessarily connected) set 
of straight-line segments, arcs of known 
curves, and predefined standard symbols.* 
By imposing restrictions on the admissible 
line segments, arcs, and symbols, we obtain 
a variety of schemes for line structure repre- 
sentation [58, 77, 89]. The selection of a par- 
ticular scheme is governed in part by the 
competing objectives of efficiency of storage 
(economical use of computer memory) and 
efficiency of processing (economical use of 
computer time), and depends very much on 
the apphcatlon--the amount of s~gnificant 
fine detail in the line structure, the source of 
the hne-drawing data, the processing to be 
performed, and the display requirements. 

If the line drawing to be processed is al- 
ready described by a line structure, as in the 
case of the rectangle and circle modeled in 
Figure 1, only translation of the given de- 
scription may be required. An appropriate 
translation routine (i.e, graphic-language 
compiler) in the computer will readily ac- 

* T h e  s t a n d a r d  s y m b o l s  are,  of  course ,  a lso com-  
posed  of s t r a ~ g h t - h n e  s e g m e n t s  or  a rcs  of k n o w n  
cu rves .  T h e i r  role here  Is a n a l o g o u s  to  t h a t  of  
m a c r o s  in a c o m p u t e r  p r o g r a m .  

complish this. Many graphic languages for 
describing line structures have been devel- 
oped in recent years, mostly for on-line use 
with graphic terminals [4, 12, 21, 23, 30, 76, 
97, 128, 133, 137, 138, 149]. The various 
languages differ primarily in the applica- 
tions for which they are intended, in the 
hardware with which they are to be used, 
and in their degree of formalism, elegance, 
and practical utility. 

If the line structure is to be derived from a 
tracing or abstracted from an image, the 
source data must first be obtained by means 
of some physical measurements (an opera- 
tion known as "sensing"). The process of 
converting the measurements into a data 
form acceptable to a computer is referred to 
as "encoding." Since encoding is a descrip- 
tive process and since there can be no de- 
scription without quantization, we must first 
quantize the given tracings or images before 
we can "describe" them to the computer. 

Quantlzatlon is inherent in any description 
process [201. It requires that the whole (i.e., 
the total range of variability) be broken up 
into standardized elementary parts. The 
parts are "elementary" in the sense that in 
the particular context in which they are used, 
no further subdivision (i.e., finer detail) is of 
interest. The assigning of a name to the 
elementary parts then constitutes encoding. 
In general, the more precisely we wish to 
describe something, the more finely we 
must quantize it and the more extensive or 
complex the subsequent encoding. 
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Line Structures Derived from Tracing 
One source of line structures is the opera- 

tion of tracing, the guiding of a point along a 
specified path. We shall suppose here tha t  the 
point's position in 3-space is given by the 
continuous functions x(t), y(t), and z(t), and 
by the binary-valued function D(t), where 
t is a continuous, monotonically-increasing 
ordering parameter.  D(t) = 1 indicates valid 
tracing data  and D(t) = 0 in&eates a path  
traced solely to preserve the spatial relation- 
ship between otherwise non-connected trac- 
ings. The line structure is the set of all trac- 
ings for which D(t) = 1. The reader will note 
tha t  a tracing operation may be explicit, as 
when a draftsman traces the outline of a 
human figure in a photograph with a data  
tablet,* or it may be implicit, as when instru- 
ments record the course of a ship on the high 
seas. We shall initially limit consideration to 
tracing in a plane, for which, of course, 
z ( t )  = O. 

Quantization for the purpose of encoding 
requires tha t  the traced path  be segmented. 
The segments in turn can then be approxi- 
mated by standardized curves to which 
names can be assigned. Segmentation can be 
achieved by samphng the functions x(t), 
y(t), z(t), and D(t) at regularly spaced incre- 
ments in t; however, this makes the size of 
the segments dependent on the tracing speed. 
Alternatively, segmentation can be per- 
formed whenever the change in x, y, or z from 
the last point of segmentation reaches a 
preset quanti ty.  

Quantizing a tracing by breaking it up 
into segments raises some important  ques- 
tions. Should the segments be large and few 
in number, or should they be small and in 
greater number? If the former, the mathe- 
matical representation of the segments will 
be relatively complex (e.g., high-order poly- 
nomials may  be required); if the latter, a 
straight-line approximation may be suffi- 
cient. Further,  should the segments all be 
equal or should segmentation be variable 

* A data tablet is a device with a stylus for manu- 
ally tracing a figure. The position of the stylus is 
electrically sensed and then is made continually 
available, either directly or after some coordinate 
transformatmn, for entry into a computer. A large 
varmty of such devices are commercmlly available. 
Their preclsmn typically ranges from 1% to 0.1% 
of full scale. 

and depend on some characteristic of the 
tracing itself? Uniform segmentation has the 
advantage of simplicity; however, segmenta- 
tion based on some characteristics of the 
tracing may lead to more efficient encoding 
and processing [111]. 

For a quantization scheme to be useful, it 
should be simple, highly standardized, and 
umversally applicable to all tracing. Further  
the scheme should be such that  it leads to 
simple encoding (i.e., "naming")  and facili- 
tates digital computer processing. These ob- 
jectives appear to be best met  by straight- 
line segmentation using either a single length 
or a small number of standard lengths [39]. 
For special purposes, other approaches may 
have some advantages, as for example, seg- 
mentat ion at points of maximum curvature 
or at points of inflection [5, 152]. However, 
these more sophisticated approaches cannot 
match the simplicity and universal applica- 
bility of fixed straight-line segmentation 
[92, 105, 111]. 

A particular scheme of straight-line quan- 
tization which makes use of a square grid of 
arbi t rary fineness to prevent the build-up of 
quantization error is the following. Consider 
a simple curve (to be traced) and superim- 
pose a uniform, square grid. An x, y coordi- 
nate system can be identified with the grid 
so tha t  every node can be described in terms 
of its discrete coordinates (mT, ~T), where m 
and n are integers and T is the separation 
between adjacent grid lines. A quantized 
description suitable for entry into a digital 
computer  can then be obtained by giving (in 
sequence) the coordinates of the grid nodes 
that  lie closest to the given curve as the 
curve is traced out from end to end (i.e., as 
t varies from 0 to its maximum). For con- 
venience we shall regard T as a scale factor 
and denote the coordinates of the nodes 
simply by (m, n). 

Determining the grid nodes that  lie 
"closest" to a tracing is, however, not as 
straightforward as it might appear. Various 
possibilities exist [13, 41]. In the most direct 
scheme, the curve is traced, and for each 
square 

( m - -  ½)T < x ~  ( m + ½ ) T  

( n -  ½)T < y_< (n-l-½)T 
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FIG 5. Square-box quantizat ion of tracings 

passed through by the tracing, the node 
(m, n) is selected. This scheme is known as 
square-box quant~zatwn and is illustrated in 
Figure 5 One observes that with this scheme, 
it is essentially impossible for two adjacent 
data nodes to be located along the diagonal 
of a grid square. (In Figure 5, the sequence 
of data nodes is abedefgh.) 

In another scheme, referred to as gr~d- 
intersect qua~tzzatzon, nodes are selected ac- 
cording to the following rule: 

Trace the curve from end to end, and 
whenever t and m are such that x(t) -- m T  
= 0, select n such that (n -- ½)T < y(t) < 
(n W ½)T; when t and n are such that y(t) 
- n T  = O, select m such that (m - ½)T < 
x(t) <_ (m W ½)T. 

This scheme is illustrated in Figure 6, where 
the sequence of data nodes generated is 
abcdef, for the identical tracing as in Figure 5. 
Note that in contrast to square-box quantiza- 
tion, grid-intersect quantization does permit 
adjacent data nodes to he at diagonally op- 
posed corners of a grid square. For random 
tracings, the probability for this to occur is 
approximately 0.41 [41]. 

Additional trace quantization schemes 
have been devised that are variations of 
those already described; however, they offer 
no particular advantages, neither in ease of 
implementation nor in fidelity of representa- 
tion [39, 41]. The grid-intersect method has 
the advantage of being relatively low m 
quantization noise because it permits diag- 
onal adjacency of data nodes. It is an excel- 

lent scheme for initial quantization, from 
which, if desired, more coarsely quantized 
representations can later be generated [92, 
1111. In all subsequent discussions we shall 
assume that grid-intersect quantization is 
used, unless a different scheme is expressly 
indicated. 

If in Figures 5 and 6 the data nodes are 
connected in sequence by means of short 
line segments, straight-line approximations 
(i.e., quantized representations) of the 
traced paths will be obtained. The finer the 
grids, the more faithfully the straight-line 
approximations will represent the given 
tracings. For a particular-size grid, the grid- 
intersect scheme will yield a more faithful 
representation than the square-box scheme 
and will accomplish this with somewhat 
fewer segments [48], which will, however, be 
of two fixed lengths, T and T%/2. This is 
readily seen from Figures 5 and 6, where the 
identical tracing has been quantized using 
the two schemes. 

The type of straight-line approximation 
resulting from grid-intersect quantization of 
a tracing is also precisely the one which ap- 
plies when a curve is drawn by any of the 
common types of "digital" plotters. These 
plotters accept computer commands for 
moving the pen a small, fixed-size increment 
in either of two mutually perpendicular di- 
rections (positively or negatively), or in both 
directions simultaneously. The result of this 
is that all curves are plotted as polygonal 
approximations using only the lengths T and 
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FIG 6. Grid-intersect  quant izat lon of tracings. 
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T ~  for the straight-line segments, where 
T now is the basic incremental motion of the 
plotter (typically 0.01 or 0.005 inch). 

Quantization is a many-into-one mapping 
and is, of course, not reversible. The domains 
of all possible tracings that  would yield the 
data-node sequences of Figure 5 (square-box 
quantization) and Figure 6 (grid-intersect 
quantization) are shown as the unshaded 
areas in Figure 7 (a) and (b), respectively. 
(Note that  the tracings may not cross any of 
the dark barrier lines in Figure 7(b)). Al- 
though it is not possible to recover a given 
tracing from a data-node sequence, it is pos- 
sible to define a unique smooth curve for a 
particular data-node sequence. A curve tha t  
is intuitively appealing for this purpose is the 

\ 

\ 
\ 

so-called minimum-energy curve described by 
the medial axis of a bent, thin, elastic beam 
that  satisfies the constraints of the node se- 
quence with minimum strain energy. This 
curve can be regarded as the "smoothest 
possible" curve tha t  is consistent with the 
node sequence. Unfortunately, this curve is 
time-consuming to compute; however, its 
properties can be used to establish a criterion 
for the required quantization fineness [46, 
51, 91]. 

Line-structure quantization is also en- 
countered when the description of a line 
structure is changed from one form to an- 
other, less precise one. This occurs, for ex- 
ample, when a circle (or any other analyti- 
cally defined plane curve) is to be represented 

\ 
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FIG. 7. Quantlzation domains for tracings of Fig 's  5 and 6. (a) Square-box quantization, (b) Grid- 
intersect quantization. 
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Sample image, quanUzed to 4 levels of bmghtness 

by an approximating polygon [101, 105], or 
when a polygon with a large number of edges 
is to be approximated by one with a smaller 
number of edges [70, 92]. 

Line Structures Derived From Images 
One of the most challenging problems of 

computer image processing is tha t  involving 
the extraction of line structures from images 
[67, 71, 117,126, 130]. Here as in the case of 
tracings, the first step is quantization, and 
this is customarily achieved by dividing the 
two-dimensional image space into an m X n 
array of uniformly sized squares (image ele- 
ments) and then assigning to each square of 
coordinates (% 2), i = 1, • .- , m a n d j  = 1, 
• • • , n, a k-bit binary number a ,  correspond- 
ing to the average brightness (quantized to 
2 k levels) over the square. The array [a,] then 
becomes the quantized representation of 
the image--which is said to be quantized 
m X n X 2k--and it is this array that  is 
actually then processed in the computer. 
Figure 8 shows an image in which the bright- 
ness is quantlzed to 4 levels. The correspond- 
ing computer array, quantized 28 X 29 X 4, 

00000000000000000000000000000 
00000000000000000000000000000 
00000000000000000000000000000 
00000000000000000000000000000 
O0000000000000000000111111100 
00000000000000000001222111100 
00000010000000000000111111100 
O0000111100000010000001110000 
00000111100000111000001000000 
00000111110001111000000000000 
00001122211112111000000000000 
00001222222222210000000000000 
00012233322222110000000000000 
00012555352221100000000000000 
00112232222111000000000000011 
00111222211100000000000001111 
00111122111000000000000111111 
O0111111100000000000001111111 
O0111111000000000000111111111 
O0111110000000000001111111111 
O0011100000000000011111111111 
O0000000000000000111111111111 
O0000000000000001111111111111 
O0000000000000001111111111111 
O0000000000000011111111111111 
O0000000000000011111111111111 
00000000000000111111111111111 
O0000000000000111111111111111 

FIG 9. Computer  representation of image of 
Fig. 8, quantlzed 28 X 29 X 4. 

is shown in Figure 9. The reader should note 
that  the intermediate grey levels between 
white (0) and black (3) perceived by the eye 
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in Figure 8 are achieved by closely-spaced 
black lines of &fferent thickness rather than 
as uniformly grey areas. This is a variation 
of the so-called halftone technique of render- 
ing grey levels by means of black-ink print- 
ing [74]. 

The array of Figure 9 is merely a two-di- 
mentional hst of the 4-level grey values of the 
image of Figure 8 quantized into 28 X 29 
squares. The array should not be regarded 
as a quantized graphical rendition of Figure 
S, both because of the spatial distortion (the 
horizontal/vertical spacing ratio is 55/30 
instead of 1/1) and because the grey-level 
appearance of the numerals bears no relation 
to their value (the 0 appears darker than the 
1, for example). A graphical presentation of 
Figure 8 quantized spatially as well as in 
brightness is shown in Figure 10; the square 
in the lower left-hand corner indicates the 
spatial quantum. 

Although it is difficult to conceive of rea- 
sons for employing anything other than  uni- 
form spatial quantization, there may be 
definite advantages to having the brightness 
quantization vary in some nonhnear manner. 
The nature as well as the total range of the 
brightness variation (i.e., the set of admis- 
sible values a,j) can be adjusted to optimize 
the probability of extracting the information 
of interest from the image [80, 118]. 

In contrast with a quantized tracing, in 
which the desired line structure is always 
explicitly available, a quantized image will 
yield a desired line structure often only ~fter 
extensive processing. The processing required 
when we merely seek a line-structure repre- 
sentation for a given image [48, 67, 117] will 
differ markedy from when we want to ex- 
tract  a particular type of line structure 
which, on the basis of a priori information, 
we have reason to believe is "present" in the 
image [27, 112]. The difference between these 
two situatons is one of approach, not of 
ultimate objective. If we have a priori infor- 
matron about the line structure described by 
the given image, this information can--and 
should--be utihzed for extracting the line 
structure. For example, if it is known that  a 
given image is expected to contain a visible- 
edge projection of a polyhedral object, the 
line structure will consist of connected, rela- 

tively long, straight-line segments which 
must obey the topologic and geometrm con- 
straints imphcit in such a projection [11, 61, 
82]. The line segments are likely to be well- 
defined and indicated by substantial discon- 
tinuities in brightness. Small "blobs" in 
otherwise uniform areas or short gaps in long 
runs of straight boundary sections can be 
regarded as noise. 

Once it is possible to define certain varia- 
tions in the given data as noise, one can at- 
tempt to remove these interfering signals 
and enhance the desired data  by means of 
suitable computer algorithms. Such filtering 
may be relatively simple and context-inde- 
pendent, as in most instances of pre-process- 
ing [26, 118], or it may be very elaborate and 
sophistmated, as in the so-called scene analy- 
sis problems {14, 27]. For a detailed discus- 
sion the reader )s referred to the extensive 
literature available on this subject [115]. 

The array shown in Figure 9 represents a 
quantized, single-valued function of two dis- 
crete variables (the spatial coordinates). A 
function of this type can be conveniently 
represented by a contour map, in which the 
contour lines serve as boundaries between 
areas of constant value. A contour map for 
the quantized image of Figure 10 is shown in 
Figure 11. The contour lines are assigned a 
value and a direction. The value is the higher 
of the two values separated by the boundary, 
and the direction indicates that  the area of 
higher value lies to the right. Contour lines 
may not cross each other (though they may 
overlap), a line drawn from a contour line of 
one value to a contour line of another value 
must intersect all contour lines of inter- 
mediate value an odd number of times, and 
all contour lines must be either closed curves 
or must close through the exterior boundary 
of the image [44, 93]. (The contour line in 
the lower right-hand corner of Figure 11 is 
closed through the exterior boundary in the 
lower right.) A contour-map representation 
for an image IS, in general, more compact 
and (at least for some applications) intui- 
tively more descriptive than the correspond- 
ing array representation [56, 68, 70, 118, 
127]. 

In examining the contour map of Figure 
11, one drawback that  is at once noted is the 
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presence of a strong component of quantiza- 
tion noise (the "staircase effect"). To a con- 
siderable extent this is caused by the restric- 
t ion that  the line segments making up the 
contour lines must necessarily lie along the 
grid lines of the original array and cannot 
,cross a grid square diagonally. (This is the 
same characteristic also considered objec- 
tionable in the case of tracings quantized 
with the square-box scheme illustrated in 
Figure 5.) Smoother contour lines, giving a 
more faithful rendition of the shape of the 
equal-brightness areas, can be obtained by 
connecting the centers of adjacent upper- 
vMue boundary elements. An upper-vMue 
boundary element is defined as an element 
a ,  tha t  has at  least one side in conunon with 
an element of lower value. Upper-value 
boundary elements are said to be adjacent 
to each other ff they have at least one node 
in common. Expressed more formally, the 
element % is an upper-value boundary ele- 
ment if there exists an element a~ (called a 
lower-vMue boundary element) such that  

a,~ - -  ars  = q 

where 

[ z  - r l  + 19 - s [  - -  1 

and q is the brightness quantum (taken as 
unity in Figure 8). Two upper-value bound- 
ary elements a~j and anm are adjacent if for 
t i - m] and [ j  - n]  each equal to either 
0 or 1, 

[ i  -- m[  -k [ j  -- n l  >__ 1 

Two lower-value boundary elements apq and 
a~ are adjacent if 

[p  - r [  + ]q - s[ = 1 

Boundary lines formed in this way may con- 
tain both segments tha t  parallel grid lines, 
and segments that  cut diagonally across 
grid lines. Adoption of these two forms of 
adjacency insures tha t  the boundary lines 
divide the two-dimensional space into dis- 
joint areas [92, 119]. 

When the foregoing scheme is applied to 
the array of Figure S, the contour map of 
Figure 12 is obtained. Comparison with the 
boundary map of Figure 11, as well as with 
the original image of Figure 8, shows the 

new contour map to be of improved smooth- 
ness and fidelity. I t  should be noted, how- 
ever, tha t  the contour lines of Figure 12 
enclose slightly less area than the corre- 
sponding geometric boundaries of Figure 11 
because they are always wholly inscribed 
within the latter. Except for this area- 
shrinkage effect, the contour lines of Figure 
12 are similar (though, of course, not iden- 
tical) to the contour lines which would have 
been obtained had the boundary lines in 
Figure 8 been traced and quantized in ac- 
cordance with the grid-intersect quantiza- 
tion scheme illustrated in Figure 6. 

The Chain Coding Scheme 
The line structures tha t  result from quan- 

tizing tracmgs with the grid-intersect scheme 
or from connecting the centers of adjacent 
upper-level boundary elements in an image 
array are characterized by the property tha t  
each data node in sequence coincides with 
one of the eight grid nodes that  surround the 
previous data  node. If we label these eight 
neighboring grid nodes from 0 to 7 in a 
counterclockwise sense starting from the 
positive x axis, we can represent the line 
structures simply by sequences of octal 
digits. This is illustrated in Figure 13, where 
this coding scheme, shown separately in the 
lower right, has been applied to a section of 
Figure 12. Thus, for example, the contour 
line for level 3 in h g u r e  12 (marked "C"  in 
Figure 13) is encoded as 31007445, starting 
from the node marked X and proceeding 
clockwise. Each octal d~git corresponds to  
one directed straight-line segment. We shall 
refer to these straight-line segments (or the 
integers with which they are labelled) as 
links, and a sequence of links representing a 
line structure will be called a chazn [39, 40]. 
This is stated more precisely as follows: 

1) A link a~ is a directed straight-line 
segment of length* T(v /2 )v  and of angle 
am X 45 ° referenced to the x axis of a 
right-handed Cartesian coordinate system, 
where a, may  be any integer 0 through 7, 
and p is the modulo-2 value of a~; tha t  is, 
p = 0 i f a ,  i s e v e n a n d p  = l I f a ,  isodd.  

2) A chain is an ordered sequence of 

* As stated prewously, the grid spacing T is nor- 
mally set to unity. 
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Brightness  contour  map for ~mage of F~g 8, quant lzed  28 X 29 X 4, and re ) resented In chain 

links with possible interspersed signal 
codes. I t  is writ ten in the form 

A = a la2 . . ,  an 

or A = C a~ (1) 
z = l  

where the la t ter  expression is read " the  
chain a, from 1 to n."  Signal codes are ex- 
plicitly identified. The m~hum of a chain 
is the node from which a~ departs, and the 
terminus is the node to which an is directed. 

3) The links a~ and as form an inverse 
pa~r if 

as = a~ 4 4 = a: -1 (2) 

where the dot over the plus sign indicates 
modulo-8 addition. Clearly, 

( a ~ - l )  - 1  ---- a,. (3) 

4) The octal digit sequence 04did2 is 
reserved as a signal code indication and 
does not denote a pair of links unless 
did2 = 04, in which case the four-digit 
sequence denotes a single pair of reverse 
links, 04. A certain number  of octal digits 

\ 0 , 

2 6 

y ;  o o 

i I o o  
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FIG. 13 Chain  coding scheme (lower r ight) ,  and 
some chain-coded boundary  lines from Fig 12 

following an 04dld~ sequence belong to the 
signal code and do not denote links, as 
specified by  the signal code identified by  
the dld2 combination. A list of signal codes 
is given in Table  I. 
The chain-code representation is invariant  

with translation over the grid. If desired, 
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T A B L E  I. CHAIN SIGNAL CODES 

Code Description 

0400 
0401 

0402 
0403 

0404 

0405XYZ 

0407UV 

0410WXYZ 
0411 

04127777 

0413UWXYZ 

0414UVWXYZ 

0415TUVXYZS 

0417UXYZ 
0420UN 

0421TUVWXYZ 

0422U 

0423WXYZ 
0424XYZ 

0425U 

0426VWXYZ 
0427VWXYZ 

Indica tes  end of chain.  
Invis ible  chain  follows. (If chain is being p lo t ted ,  th is  code causes pen to be l i f ted 

off paper . )  
Visible chain  follows. (Negates code 0402.) 
In  f ixed-word-length machines ,  th is  code indicates  t h a t  r emainder  of word is to be 

skipped. 
Valid 04 combinat ion .  Chain  is to conta in  the  digits  04 as v a h d  da t a ;  the  second set 

of digits  04 is ignored. 
Marker  number  X Y Z  X Y Z  is a 3-digit  octal  n u m b e r  (000 to 777). Used for ident i -  

fying par t i cu la r  points  in a chain.  
Ser ia l -number  lndmator  Immedia te ly  following this  code is a serial  number  (writ-  

t en  as an octal  number)  which is UV digits  in l eng th  wi th  max imum of 77 digits.  
(Example : 04070512345 identifies serial  number  as 12345 ) This  code may  typmal ly  
appear  as the  s t a r t  code of a chain 

Non-cha in  da ta  (e g , comment)  follows, of length  WXYZ digits 
Non-cha in  da t a  follows as a sequence of octal  digits,  unt i l  t e rmina t ed  by end-of- 

non-cha in -da ta  indica tor  Non-chain  da ta  may  be of any length.  
End  of non-cha in  data .  Cau t ion  If 0411 and  0412 are used, non-chain  da t a  itself 

may  not  conta in  code 04127777, as this  would immedia te ly  t e rmina te  non-chain  
da t a  However,  all o ther  04 combina t ions  in non-cha in  da ta  are In te rpre ted  as 
being pa r t  of the  non-cha in  da t a  

Node number  WXYZ Indica tes  t h a t  chain  connects  wi th  U other  chains (contain-  
m g a  similar ly numbered  node) at  th~s po in t  If U = 0, number  of connect ing  
chains is unspecified 

Ro ta t ion  indicator .  Indica tes  chain  da t a  t h a t  follows has been ro ta t ed  (using a 
ro ta t ion  a lgor i thm) by  an angle of U VWXYZ radlans  Negat ive  angles are ex- 
pressed as magni tudes  sub t rac ted  from 27r. 

Scale change indica tor  Indica tes  chain da t a  t h a t  follows has been modified (using 
a scale-change algomthm) by  an amount  UVXYZ. in which S indicates  the loca- 
t ion  of the  radix point ,  measured from r ight  to  left. The digit  T indmates  the  
na ture  of the  scale modification,  as follows 

T = 0, -t- overall  (x and y) 
T = 1, -- overall  (x and y) 
T = 2, -t- x component  only 
T = 3, -- x component  only  
T = 4, + y component  only 
T = 5, -- y component  only 

(Example 04153123453 indicates  t h a t  the chain has been expanded  an the x direc- 
t ion  by a factor  of 12.345 and t h a t  the d i rec t ion of the x components  has been 
reversed.)  

L ink- repea t  code. The  l ink U is to be repeated XYZ t imes 
Link- repea t  code The h n k  U is to be repeated as many  t imes as specified by  the  

(N + 4)-digit octal  number  t h a t  follows Code used for very  long l ink repet i -  
t i o n s - u p  to 811 t imes 

Group- repea t  code. The  sequence consis t ing of the  immedia te ly  following TUV 
digits  (000 to 777) is to be repeated WXYZ times. 

Color m dm a t o r  For  p lot ters  wi th  mul t ip le  color pens, code indicates  t h a t  choice U 
(one out  of e ,ght  possible colors) is to be used unt i l  a new such code is encoun-  
tered. 

For  use in contour -map chains Chain  t h a t  follows is of e levat ion value WXYZs 
For  use in l inage-array boundary  curves. Cha in  t h a t  follows is of grey-level  value  

XYZs 
Check code U plus modulo-8 sum to this  poin t  in chain from e i ther  beginning of 

chum or las t  check code should be zero. Modulo-8 sum is t aken  over all digi ts  
encountered,  including those of signal codes 

Resets  the  absolute  x coordinate  to VWXYZ (00000 to 77777) 
Resets  the absolute  y coordinate  to VWXYZ (00000 to 77777) 
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the position of a chain can be fixed by  giving 
the absolute x, y coordinates of its initium. 
The signal codes 0426 and 0427 are provided 
for this purpose. 

To assure that  the various contour lines 
in a chain-encoded contour map will be 
properly positioned, one can either specify 
the absolute coordinates of each contour 
line's initium, or provide "invisible" con- 
necting chains from one lnitium to the next. 
The latter scheme is illustrated in Figure 13, 
where the invisible chain 0001 (shown 
dashed) ties the outermost contour line A 
(at left) to the contour line B, which in turn 
is then tied to contour line C by  means of 
the invisible chain 22. (The initium of each 
chain is marked with an X.) Invisible con- 
nectlng chains are preceded by the signal 
code 0401 and terminated ~*ith the signal 
code 0402, and then simply inserted between 
the chains they connect to form a new com- 
bined chain. 

If the brightness variation from one con- 
tour line to the next is uniform, it need not 
be explicitly indicated each time. However, 
if the brightness value (grey level) must be 
identified, this can be done through use of 
signal code 0424. 

Long runs of identical links can be repre- 
sented in a compact form by means of the 
hnk-repeat codes 0417 and 0420. Code 0417 
permits repetitions up to 777s times, and 
0420 permits repctitions up to 811 (decimal) 
times. For example, a sequence of 45s links 
of value 2 can be replaced by the coded form 
04172045, which requires only eight octal 
digits instead of the former 45s. The code 
0421 serves a similar function for the repeti- 
t ion of groups of up to 7778 arbitrarily- 
valued links as many as 77773 times. For 
example, to repeat the link group 000001 
exactly 130 (i.e., 2028) times, one would use 
the group sequence 0421 006 0202 000001. 
(The spaces are inserted solely for readabil- 
ity.) This sequence requires 17 X 3 = 51 
bits, whereas the 130-fold repetition of 
000001 would require 130 X 6 X 3 = 
2340 bits ! 

In addition to using special codes for long 
sequences of repeated links, the storage 
efficiency of chains can also be improved by 
utilizing the property that  successive ele- 
ments in a chain are not statistmally inde- 

pendent (except in a two-dimensional ran- 
dom walk!). In the chain code the eight 
digits 0 through 7 are assigned to the eight 
possible directions leading from one data 
node to the next. If a data node's eight sur- 
rounding grid nodes are all equally probable 
locations for the next data node, no improve- 
ment in the coding scheme can be made. 
However, under the assumption that  the 
quantization is sufficiently fine to preserve 
all detail of interest, the changes in direction 
from link to link will normally not exceed 
4-45 ° . Turns of 4-90 degrees will be infre- 
quent, and turns in excess of 90 ° , most rare. 
This suggests a chain-difference coding 
scheme, in which the difference in angle be- 
tween successive links is represented by a 
two-bit code for differences not exceeding 
±45  °, and by  progressively longer codes for 
larger differences. In  general the chain-differ- 
ence code will require only slightly more than 
two-thirds of the storage required for the 
chain code [41]. 

The chain coding scheme can be easily 
extended to three-dimensional line struc- 
tures quantlzed on a cubic lattice. For each 
data node, the links can now take any of 
three lengths--T,  T%/2, and T x / 3 - - a n d  
from each data node there are 26 possible 
directions to the next data node. A five-bit 
binary code is required if each possible di- 
rection is to be uniquely designated. A par- 
ticular coding arrangement which has been 
found useful is illustrated in Figure 14 [123, 
124, 151]. 

25 
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Chain-code ex tens ion  to 3D line s t ruc -  
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Filtering and Smoothing 
When line structures are derived from 

tracings or from images, the initial forms of 
the line structures are likely to contain a 
considerable amount of noise. This noise 
may have been present in the original path 
or image, or it may have been introduced 
during the extraction process. Thus noise in 
a line structure obtained from tracing a 
path in a highway map with a manually 
guided tracing device may be due to either 
printing defects in the map itself or to jitter 
of the operator's hand in guiding the tracing 
stylus. Similarly, a line structure of the 
equi-brightness contours of an image is 
likely to contain many small contours which 
are due to imperfections in the photograph, 
non-uniformities in illumination (e.g., bright 
spots caused by glare) and dust particles. 
Since noise obscures the data of interest and 
also increases the volume of data to be 
handled when chain coding is employed, it 
is important that it be removed at the earli- 
est possible stage. 

Noise in a chain-encoded tracing will 
normally manifest itself in frequent and 
large differences between successive links. 
The noise effect will increase with a decrease 
of the grid spacing, that is, with an increase 
in the spatial resolution. There are two 
techniques for reducing noise. One can intro- 
duce smoothing into the tracing process 
itself by using an appropriately smoothed 
tracing mechanism. This will eliminate 
jitter and the tracking of insignificant irregu- 
larities. Alternatively, the noise can be fil- 
tered out in the computer subsequent to 
encoding. The latter approach requires the 
application of smoothing techniques which 
will remove the noise without also removing 
desired sharp corners. Such "nonlinear" fil- 
tering requires that we have available some 
a priori knowledge about the line structure 
and utilize heuristic procedures [14, 116, 
130]. 

For line structures derived from images, 
there are three opportunities for removing 
noise. The first consists of filtering the origi- 
nal image by means of optical techniques 
[118, 140]. The second is to smooth the 
quantized grey-level image by means of 

array processing algorithms in a digital com- 
puter [26, 118, 126[. The third possibility is 
to filter the line structures after they have 
been extracted from the image [68, 116]. The 
line structure smoothing techniques would 
be the same as those applicable in the case of 
tracings, except that when line structures are 
obtained from images, not only must exces- 
sive irregularities be filtered out, but now 
there may also be extraneous as well as 
missing line segments that require correction. 

General Polygonal Line Structures 
A chain represents a line structure as a 

sequence of short, fixed-length, straight-line 
segments. In the hierarchy of pattern de- 
scription languages [32, 72, 89, 95], the 
chain code is a primitive scheme for repre- 
senting line structures, and, therefore, is 
ideal when the line structures are expected 
to be highly irregular or when there is little 
a priori knowledge about them [32]. This is 
usually the case when tracing a natural 
rather than a man-made path (e.g., the 
track of an animal searching for food as 
against the track of a ship on the high seas). 
The same applies for line structures ex- 
tracted from images--those describing nat- 
ural objects such as geographical contour 
maps, or the shapes of chromosomes tend to 
be irregular and unpredictable, whereas 
those describing man-made objects such as 
architectural structures or automobiles tend 
to contain predictable straight-line segments 
and curved arcs. Hence in many instances 
where a line structure representing some 
man-made object is initially represented as a 
chain--and perhaps subjected to some pre- 
processing (especially noise filtering) in this 
form--it is desirable to convert from the 
chain representation to a high-level polygo- 
nal or curved-arc representation. The line 
structure then becomes an assembly of a 
relatively small number of long straight-line 
segments or long arcs of mathematically 
defined curves (e.g., circles, parabolas). Al- 
though this is especially applicable to line 
structures describing man-made objects, 
natural objects are by no means excluded. 
For many natural objects, a chain-type line 
structure--though initially valuable for per- 

Computing Surveys, Vol 6, No 1, March 1974 



Computer Processing of Line-Drawing Images • 73 

mitting the identification of critical features 
- -may be unnecessarily detailed for the ulti- 
mate data processing objectives. 

It has long been known that information 
about shape is conveyed via the curvings of 
an objcct's boundary hnes (1.e., the changes 
in direction of the tangent vector) and that 
the information content is greatest where the 
curvings are strongest [5, 143]. Conversely, 
small-magnitude, rapidly-reversing curvings 
can, in general, be dismissed as being noise. 

One of the weaknesses of the chain code is 
that it does not discriminate between noise 
and significant curvings. In recent years a 
humber of researchers have directed their 
attention to developing procedures for con- 
structing high-level polygonal structures 
from chain-coded line structures [70, 92, 109, 
111]. In one approach, as a chain is traversed, 
sequences of links describing small, rapidly 
reversing slope changes are replaced by long 
straight-line segments, and successive angu- 
lar changes in the same direction are com- 
bined into a single large angular change. 
The result is a polygonal approximation, 
coarser than the chain from which it is de- 

rived, but one which highlights the signifi- 
cant information-conveying features of the 
contour [75, 126]. Such a scheme, by placing 
emphasis on significant shape features, can 
also be utihzed for developing a classification 
system for certain families of line structures 
(such as those describing chromosomes, 
fingerprints, and type fonts) as well as for 
providing a basis for a syntactical descrip- 
tion of shape [152]. A high-level polygonal 
approximation of the chain-encoded con- 
tour map of Figure 12 is shown in Figure 15. 

Another scheme for constructing high- 
level line structures for chains consists of 
fitting straight lines to sequences of hnks, 
subject to some error criterion. A criterion 
used for this purpose has been the minimum 
mean square perpendicular distance from 
the chain to the approximating line, with the 
location of the end points and the line lengths 
subject to variation [70]. A third scheme 
utilizes a dynamic programming approach 
to find the polygons of minimum length, sub- 
ject to the constraint that the polygon's 
vertices lie within a small distance (usually 
T/2) from a chain node [92]. 

FIG 15 H i g h - l e v e l  p o l y g o n a l  a p p r o x i m a t i o n  of c o n t o u r  m a p  of F ig  12. 
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A review of line structure description 
methods would not be complete without 
mention of the so-called skeleton techniques 
[9, 78, 90, 118]. In these, a boundary hne, 
instead of being chain-encoded, is progres- 
sively shrunk until tim shrinking "wave- 
fronts" from opposing sides meet in a medial 
line or point (the "skeleton"). If the dis- 
tances from the boundary to points on the 
skeleton are recorded, the process is revers- 
ible; that is, a boundary can be recon- 
structed from its skeleton. The method has 
attracted considerable attention for classify- 
ing shapes of natural objects (e.g., chromo- 
somes, cloud-cover photographs) but its 
applications to date have been limited [102, 
122]. Processing of skeletons to extract 
features of interest or to transform them 
from one coordinate system to another is 
relatively awkward, and, except in certain 
pattern recognition applications, the chain 
code appears to be a more versatile and 
convenient line structure representation. 

Linguistic Methods 
Already during the earliest attempts at 

using digital computers for processing line 
structures, it was reahzed that line structures 
could be regarded as possessing a syntax, 
and that line structure descriptions could be 
parsed in a manner analogous to the parsing 
of computer-language statements [26, 66, 72, 
95, 129, 145]. The approaches followed have 
been characterized by various degrees of 
formalism, but all represent adaptations of 
Chomsky's general concepts about natural 
languages to two-dimensional line structures 
(i.e., to so-called picture languages). The 
work has helped to provide considerable 
insight; however, its usefulness has been 
largely limited to furnishing guidance for 
the design of graphic languages [12, 23, 133] 
or for the development of pattern classifica- 
tion systems [22, 32, 89, 95, 118, 130]. In the 
case of graphic languages, linguistic specffica- 
tion has been imbedded in the data structure, 
that is, in the hierarchical relationships by 
means of which a line structure is specified 
in terms of constituent line structures, and 
these ultimately in terms of the primitives 
of the language (line segments, arcs, symbols, 

and points) in a way that reflects the func- 
tional relationships implicit in the depicted 
object. In the case of pattern classification 
systems, a syntax analysis of the line struc- 
ture is made (after extraction from an image) 
and the structure is disassembled into a set 
of primitive classes. Class membership, 
which serves to categorize the line structure, 
is established by the ability of the line struc- 
ture to be parsed according to a specific set 
of linguistic rules (of the pattern language) 
[32, 95]. 

Other Coding Schemes 
Other coding sche~nes have been devel- 

oped for representing irregular line struc- 
tures. Some of these are simply variations on 
the cham code [75, 131], some are more 
compact representations [41, 111], and some 
have features that make them attractive for 
particular processing applications. In gen- 
eral, a coding scheme for line structures must 
satisfy three objectives: 1) it must faithfully 
preserve the information of interest; 2) it 
must permit compact storage and be con- 
venient for display, and 3) it must facilitate 
any required processing. The three objectives 
are somewhat in conflict with each other, 
and any code necessarily involves a compro- 
mise among them. 

A coding scheme developed by Merrill 
[88] deserves special mention. It differs con- 
siderably from the chain code and has some 
distinct advantages over it in certain appli- 
cations. We shall refer to it as the parallel- 
scan coding scheme. In this scheme, a closed 
boundary contour is scanned along a set of 
closely spaced parallel lines, and the rater- 
sections with these scan lines are used to 
represent the boundary. 

As in all computer representations, the 
boundary contour is assumed to be drawn 
on (or approximated by) a square grid, and 
the parallel scan lines are taken as the hori- 
zontal grid lines. These grid lines are scanned 
from the lowest-valued grid line to intersect 
the contour to the highest-valued one. For 
each scan, the x-coordinates of the boundary 
grid nodes are recorded. The set of all scans, 
each consisting in turn of a set of the x-coor- 
dinates of the intersected nodes, forms the 
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coded representation of the contour. The 
scheme utilizes the familiar topological 
property that  a line crossing a closed bound- 
ary contour will intersect the contour an 
even number of times. 

Three special conditions must be satisfied 
to make the representation unambiguous: 

(1) The contour must be 8-connected 
(i.e., successive boundary nodes must be 
no further apart than %/2 times the grid 
spacing--just  as for the chain code). 

(2) If two or more successive boundary 
nodes have the same y-coordinate and the 
previous and next y-coordinates are the 
same (indicating that the scan line is here 
tangent to the contour), and if the number 
of such boundary nodes is odd, then the 
last of these boundary nodes must be 
listed twice. 

(3) If two or more successive boundary 
nodes have the same y-coordinate and the 
previous and next y-coordinates are d~ffer- 
ent (indicating that the scan line is here 
passing through an i~rflection of the con- 
tour), and if the number of such boundary 
nodes is even, then the last of these bound- 
ary nodes must be listed twice. 
Conditions (2) and (3) are required to 

assure that  the previously mentioned topo- 
logical property is not violated for a bound- 
ary contour consisting of connected nodes on 
a square grid. 

We shall now illustrate the parallel-scan 
coding scheme with the aid of the closed 
contour shown in Figure 16. I t  is assumed 
that initially the full (x, y)-coordinates of all 

Y 

6 

5 

4 

3 

2 

1 

0 

FIo .  16. 

[ 
1 

o 

l I 

_] 

B ~  

1 2 3 4 5 6 7 8 

A closed con tour ,  chain-encoded.  

the boundary nodes are given, arranged in 
sequence (interior to the right) starting with 
the node marked X : 

(1, 3) (2, 4) (3, 3) (4, 3) (5, 2) 

(4, 2) (3, 1) (3, 2) (2, 3) (2, 2) 

To fulfil condition (2) the nodes (2, 4), (3, 1), 
(2, 3), and (2, 2) must each be listed twice. 
Nodes (4, 3) and (4, 2) must  be listed twice 
to fulfill condition (3). Next, the nodes are 
sorted into groups having the same y-coordi- 
nate and then arranged according to increas- 
ing x-coordinate: 

y = 1, (3, 1) (3, 1) 
y = 2, (2, 2) (2, 2) (3, 2) (4, 2) (4, 2) 

(5, 2) 
y = 3, (1, 3) (2, 3) (2, 3) (3, 3) (4, 3) 

(4, 3) 
y = 4, (2, 4) (2, 4) 

In coded form the contour is now repre- 
sented simply by the ordered set of variable- 
length strings. 

(2; 3, 3) 
(6; 2, 2, 3, 4, 4, 5) 
(6; 1, 2, 2, 3, 4, 4) 
(2;2, 2) 

where the numbers to the left of the semi- 
colons indicate how many x-coordinates 
follow. (Because of the intersection property 
this number will always be even.) The first 
string corresponds to the lowest y-coordi- 
nate, which must be specified separately; the 
remaining strings correspond to the other 
y-coordinates and differ successively by 
unity. 

The code greatly facilitates the solution of 
certain problems. Suppose one desires to 
know whether a particular point (x,, y,) lies 
inside or on the closed contour. One need 
merely examine the string corresponding to 
yr and determine whether x, lies between two 
neighboring entries in the string such that  
the left entry is m an odd position in the 
string (the position to the right of the semi- 
colon is taken as No. 1). This follows from 
the code's characteristic of bounding each 
area section of the closed contour with an 
odd-even pair of x-coordinates. 
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The parallel-scan code is, of course, much 
less efficient than  the chain code in terms of 
storage requirements; however, it is more 
convenient for certain area-oriented problems 
(such as, for example, determining whether a 
given point lies on or within a closed con- 
tour).  For applications tha t  are primari ly 
shape-oriented, tha t  is, applications in which 
the main interest is in the shape of the line 
structures themselves rather  than  in, say, 
the area enclosed by  them, the chain code is 
more advantageous.  

3. PROCESSING OF LINE STRUCTURES 

The particular form of line-structure repre- 
sentation one selects can have an impor tant  
effect on the relative ease with which line 
structures are processed in a digital com- 
puter.  Ease-of-processing considerations can 
often outweigh efficiency of storage or con- 
venience of display. For some applications, 
an ad hoc description scheme m a y  have 
special advantages.  Normally,  however, a 
general-purpose description is likely to prove 
most  convenient. 

For general, irregular 2D line structures, 
the chain form of representation has shown 
itself to be well-stated for most  of the proc- 
essing tasks likely to be encountered. Simple, 
neat  computer  algorithms are easily derived. 
This has been especially true of analysis; bu t  
in a somewhat  lesser sense it also apphes to 
synthesis and manipulation. We shall illus- 
t ra te  the versat i l i ty of the chain representa- 
tion by  describing some of the more basic 
processing algorithms [40, 42, 48]. 

Some Simple Algorithms 

Inverse of a Chain* 

Chains tha t  are inverses of each other are 
geometrically congruent but  oppositely di- 
rected. Thus 

(al . . .  a~) -1 = a~ 1 . . "  ai -1 (4) 

* All algorithms for the computation of chain 
properties require, of course, that any mgnal codes 
be separated out. 

Length of a Chain 

i = T(n~ + no~/-2) (5) 

where n~ and no are the numbers of even- and 
odd-valued links, respecUvely. 

Width and Hezght of a Chain 

Let 

x~ = E a ~  + Xo (6) 
3~ i  

y~ = ~ a ~  + Y0 (7) 
3=1 

where aj~ and a~u are, respectively, the x and 
y components of the link a~ (taken as a vec- 
tor  in 2-space). Then, for j = 0, 1, . . . ,  n, 

width = max xj -- min x~ (8) 
3 $ 

height = m a x y j  - miny~ (9) 
J 3 

where x0 and y0 are the coordinates of the 
initium and may  be arbitrari ly selected. 

Integration wzth Respect to x Ax~s 

S = ~ a~(y~_l + ½a~) 
Z=I  

where 

(10) 

Y~ = Y~-I + a~y (11) 

and Y0 is the ordinate of the lnitium. For a 
closed chain (initium = terminus),  Y0 can 
be arbitrari ly selected, and this formula will 
compute the net area encircled in a clock- 
wise sense. (A negative sign will indicate net 
counterclockwise encirclement.) 

The computat ion of length, width, height, 
and enclosed area for the chain of Figure 16 
is illustrated in Table  I I .  The results are 
easily verified by  referring to the figure. 
Note  tha t  (x0, Y0) = (x10, yi0) as required 
for a closed chain. 

Fzrst Moment About x Ax~s 

i ~  ~ ~ ~a r- 2 

+ a,~(y,-.t + -~a,~)] 

(12) 
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T A B L E  I I .  COMPUTATIONS FOR CHAIN OF 

FIGURE 16 

a,x ( y,-1 "4- at x, y, ½ aty) 

0 - -  1 3 - -  

1 1 2 4 3½ 

2 7 3 3 3{ 
3 0 4 3 3 
4 7 5 2 2½ 
5 4 4 2 --2 
6 5 3 1 --1½ 
7 2 3 2 0 
8 3 2 3 -2½ 
9 6 2 2 0 

lO 3 1 3 - 2 ½  

Length = n~ + noV/2 = 4 + 4 ~¢/2 
Width = maxx~ -- min x~ = 4 
Height = m~xy~ -- nun y, = 3 

10 
Area = ~ a~(y~_i + ½a~u) = 4 

Second Moment About x Ax i s  (moment of 
inertia) 

i 2 
1 a [ . 3  ,~ty~-i + ~a~y~_l 

(13) 

F o r m u l a s  for compu t ing  m o m e n t s  a b o u t  
the  y axis or e i ther  of the  two d iagona l  axes 
(45 ° and  135 ° ) are  s imi lar  and  can  be easi ly 
de r ived  [40]. 

Residue of a Chain 

T h e  res idue of cha in  A,  deno ted  b y  6~(A), 
is the  chain  of m i n i m u m  length  f rom the  
i m t i u m  to  the  t e rminus  of A and  which has  
i ts  hnks  a r r anged  in ascending  value .  

To c o m p u t e  (R(A), we shif t  the  m l t i u m  of 
A to t he  origin of a new, x' ,  y '  coord ina te  
sys t em.  Thus  

x , '  = x ,  - -  x0 = ~ a ~  (14) 

Y. '  = Y.  - -  Yo = ~ a,u ( 1 5 )  
9=1 

N e x t  we de t e rmine  the  oc t an t  conta in ing  the  
X # , #  t e rminus  ( . ,  y,/) ,  I f  ( x . ,  y . ' )  lies in t he  

o c t a n t  defined b y  the  l ink  angles  m.  45 ° a n d  
(m ~- 1) .45  ° r e l a t ive  to  t he  x axis (m = 0, 
1, . - . ,  7), t hen  6t(A) will  consis t  so le ly  of 
a conca t ena t i on  of l inks  of va lue  m a n d  
m 4- 1 a r r anged  in ascending  va lue .  T h e  
va lue  of m and  the  respec t ive  occurrences  of 
l inks  of va lue  m and  m 4- 1 can  be  found  
f rom T a b l e  I I I .  F igu re  17 i l lus t r a t e s  t he  
res idue d e t e r m i n a t i o n  for t he  chain  32301 
061210. W e  f indxn p = 4, y , '  = 6, xn' > 0, 
yn' > 0, a n d  I x , '  I - -  l y ~ ' l  < 0. Hence  
(xn', Yn') lies in o c t a n t  I I ,  m -- 1, a n d  t h e  
res idue will consist  of 4 l inks  of va lue  1, and  
2 l inks  of va lue  2; t h a t  is 6t(A) -- 111122, 
as can  be  r ead i ly  verif ied f rom F igu re  17. 

T A B L E  I I I  DETERMINATION OF CHAIN RESIDUE 

Occurrences of hnhs 
S*gnum of value 

Octant ra # 
x' y' I~yJ I- m m + l  

+ + + I 0 x l y t  yl 
+ + - -  I I  1 x I - - x ' + y  I 
+ -- + VI I I  7 __y, x l+y,  
+ -- -- VII  6 --x'--y' x' 
-- + + IV 3 yl _ _ x t i y l  

- -  + - I I I  2 x ' + y '  - -x '  
-- -- "4- V 4 - - x ' + y '  - - y '  
- -  - -  - -  V I  5 - -x '  x ' - - y '  

yS 

Ira=2 

I t 

i I 

| |  

V ~ V l l l  

Vl VII 

m=6 \m=7 

FiG 17. Determination of chain residue. 
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L i n k - P a ~ r  R e s , d u e s  

The residue of many two-link chains, 
a~a~, is a single hnk, a pair of even-valued 
identical links, or a null chain. These hnk- 
pair residues are listed in Table IV. The re- 
placement within a chain of a pair of (not- 
necessarily-adjacent) links by  their link-pair 
residue will reduce the length of the chain 
without affecting the relative positions of 
the chain's initimn and terminus. When 
judiciously carried out, such substitution 
can also smooth a chain. If all  possible link- 
pair residue substitutions are made, the re- 
suit will be a minimum-length chain from 
initium to terminus. Rearrangement of the 
remaining links in ascending numerical order 
will yield the residue of the original chain 
[391. 

D i s t a n c e  B e t w e e n  T w o  P o i n l s  

The distance between two points con- 
nected by the chain A is given by 

d = [( E + ( E (J6) 

or, alternatively, by 

d = T [ G  + ro) ~ + ro:]~ (17) 

TABLE IV LINK-PAIR RESIDUES 

a , ~  0 1 2 3 4 5 6 7 

1 2 X 6 7 

22 2 X 0 00 

1 3 4 X 0 

2 22 44 4 X 

X 2 3 5 6 

6 X 4 44 66 

7 0 X 4 5 

00 0 X 6 66 

X denotes a null restdue A blank space indi- 
cates that the link pair is already a minimum- 
length chain 

where r~ and ro are the respective occur- 
rences of even- and odd-valued hnks in (R(A). 
For the cham of Figure17,  r~ = 2, ro = 4, 

and hence d = %/5-2. 

M v ' r o r - I n v e r s e  C h a i n s  

For certain manipulation purposes it is 
desirable to generate a chain that  is the 
mirror inverse (mirror "image") of a given 
chain relative to one of the four major axes 
of the chain grid--horizontal  (x) axis, anti- 
diagonal (x = y) axis, vertical (y) axis, 
and diagonal ( - x  = y) axis. We define two 
links to be mirror inverses of each other, 
relative to a major grid axis, if rotation of 
180 ° about this axis lying in the plane of the 
links will map either link into the other. 
Thus, for example, the links 1 and 3 are 
vertical-axis mirror reverses, and the links 
1 and 7 are horizontal-axis mirror inverses. 
Mirror-inverse link pairs can be determined 
from the following relations, which are 
easily deduced from the chain coding matrix 
in the lower right-hand corner of Figure 13. 

horizontal ax~s 

antidiagonal axis 

vertical axis 

diagonal axis 

a ~  h = 8 "-- a ~  

a ~  a = 2 "~ a ~  

(18) 
a ~  v = 4 "-- a ,  

a z  d = 6 "-- a ~  

Let A ~ be the mirror-inverse chain to 
chain A relative to axis u. We write: 

A ~' = ( a l a s ' . .  an) u -= a1'~a2 * ' . .  a ,d  (19) 

Also, 

(Au)  ~ = A (20) 

For illustration, the h-axis mirror-inverse 
chair  for the chain 32301 061210 of Figure 
17 is 56507 027670. 

Chain Rotation 
To rotate  a chain about an axis through 

the imtmm and perpendicular to the grid 
plane by a multiple of 90 °, it is merely neces- 
sary to add (modulo 8) the same multiple 
of 2 to each hnk of the chain. 

To rotate a chain by any angle other than 
a multiple of 90 °, all hnk nodes nmst be 
in&vidually rotated and the resulting ro- 
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ta ted line structure must be re-quantized. 
For this purpose it is sufficient to compute 
the coordinates of the rotated link nodes 
and round them off to the nearest grid node. 
The rotated chain is then readily obtained 
by connecting the resulting sequence of grid 
nodes. Some post-editing of the chain may 
be required to reduce the distortion intro- 
duced by the re-quantizatlon. Such editing 
would consist primarily of replacing adjacent 
links differing in value by more than unity 
by their link-pair residue--unless the two 
links describe a corner which was also pres- 
ent in the original chain [48, 111]. 

Chain Expansion and Contraction 
To expand or contract a chain by a speci- 

fied scale factor, one must appropriately 
scale each chain link and then re-quantize 
using the same scheme as described for 
chain rotation. In contraction, a number of 
links may merge into one, and in expansion 
one link may  cause a string of many links to 
be generated. The generation of these new 
nodes is most easily handled by means of a 
straight-line approximation algorithm [13, 
105, l l l ] .  

High-Level Polygonal Line Structure 
Transformation 

The chain representation is not particu- 
larly convenient for rotation, expansion, con- 
traction, or any of the more general transfor- 
mations (e g ,  conic projection to Mercator 
map projection) [83, 111]. Hence--unless the 
chain form is required to preserve an exten- 
sive amount  of fine detai l - - i t  is likely to be 
advantageous first to convert to a high-level 
polygonal representation before carrying out 
the transformation [92, 109, 111]. This may 
be true even for some applications in which 
it is necessary eventually to return to the 
chain form for display purposes (i.e., ff the 
results are to be displayed with a digital 
plotter). 

Contour Correlation 
To determine the degree of similarity in 

shape and orientation between two contours 
we can make use of the chain correlatzonfunc- 
tion, so named because it resembles the 
familiar correlation function of communica- 

tion theory. Chain correlation can be applied 
to chains describing open or closed contours. 
The procedure is as follows [33, 41]: 

Given two chains 

A = ala2 . . . a n  

B = blb2""bm 

where n < m, we define a chain crosscorre- 
lation function ~,~(j) for chain A with chain 
B by 

• ob(a) = 1 cos  - -  (21)  
n l = l  

This function provides a measure of the 
average pair-wise alignment between the 
links of A and B, and thus gives an indmatlon 
of the degree of shape congruence for differ- 
ent shifts of B relative to A. Note that  

I(P,b(J) I -< 1 for al la  (22) 

and, i f n  = m, 

(Pab(j) = 4bb~(--j) (23) 

If we let A = B, we obtain the chain auto- 
correlatwn functwn, ¢~( j ) ,  which charac- 
terizes the chain and can be used for contour 
classification purposes. 

The chain crosscorrelation function is 
sensitive both to the relative shapes of the 
contours as "well as to their relative orienta- 
tion. Hence to determine similarity in shape 
independent of orientation, one chain must 
first be rotated to align it with the other. 
One way of accomplishing this is to compute 
the angle between the x axis and the vector 
from the imtium to the terminus for each 
chain, and then to rotate one chain to reduce 
the angular difference to zero. (The angles 
are readily computed from the ratm of the 
sums of the x and y components of the chain 
elements.) Some care must be exercised that  
the imtium-to-terminus line is indeed repre- 
sentative of the orientation of the chain, and 
is not unduly affected by end effects. If this 
assumption is not valid, a more sophisticated 
measure of orientation may be required [111]. 

Smoothing of Chains 
A well-quantized chain should not contain 

any two adjacent links whose values differ 
by more than unity, except at  sharp corners. 

Comput ing  Surveys, Vol 6, No. 1, Malch  1974 



80 • Herbert Freeman 

oJ 
i t  I 

o 

/ 
FIG. 18. Smoothing of chains. 

Where this requirement is not fulfilled, 
smoothing is indicated. Smoothing can be 
both "local" (link-to-link) or "global" (aver- 
aged over a large number of links). The 
presence of a sharp corner can be detected 
by a change in a global trend. Thus in 

J Figure 18, the link change from 2 to 0 should 
be regarded as noise and replaced by a link 
of value 1 (the corresponding link-pair resi- 
due). However, the link change from 1 to 
7 reflects a global trend change from an 
extended link-0, 1 direction to a predomi- 
nantly hnk-7 dzrection, and should be re- 
tained (or possibly even inserted if not al- 
ready present). The more gradual 0776 turn 
at the right must be judged in terms of sub- 
sequent curvature trends; if the section 
following the 07 turn is to resemble a straight 
line, the 0776 sequence should be replaced by 
its residue, that is, by 777, as indicated by 
the dashed line segment [42, 111, 114]. 

The chain of a properly encoded straight 
line will possess three important properties 
[48]: 1) it will contain links of no more than 
two different values; 2) the two link values 
will differ by unity, modulo 8; and 3) one of 
the link values will always occur singly and 
will be as uniformly spaced as possible among 
hnks of the other value. Thus a chain known 
to represent a straight line must possess 
these properties; if it does not, the chain has 
been corrupted by noise (perhaps from a ro- 
tation or other transformation) and specific 
noise removal is indicated. An analogous 
approach can be taken for chains represent- 
ing gently curving arcs [111]. Also, conver- 
sion from the chain form of representation 

/ ' % .  

to a high-level polygonal form can prove to 
be an effective method for introducing 
smoothing [70, 109]. 

Line Structure Synthesis 
Since in synthesis a line structure is speci- 

fied to possess a given set of properties, such 
line structures tend to be fairly regular and 
describable by a modest number of long line 
segments, arcs of circles and (only rarely) 
other conic sections. One reason for this is 
that a synthesized line structure is likely to 
serve as a description for some machine part 
that is to be manufactured, and the machin- 
ing of other than fiat or cylindrical surfaces 
is costly. Some exceptions are in the making 
of dies and cams (two-and-three dimen- 
sional), where highly complex and irregular 
surfaces may be required. 

An extensive set of computer languages 
has been developed during the past decade 
for specifying line structures, for generating 
line-structure displays (both for 2D line 
structures as well as for 2D projections of 
3D line structures), for manipulating the 
data structures in which the hierarchical re- 
lationships of the line structures and their 
components are imbedded, and for analyzing 
the line structures at various stages of their 
development [21, 23, 29, 97, 133, 137]. In all 
these computer graphics languages, line 
structures are described as high-level polyg- 
onal structures, usually in a hierarchical 
manner, in which one polygonal structure 
becomes a substructure, possibly repeated 
many times, in a higher-level structure, to 
as many levels as deemed desirable [30, 149]. 
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There is seldom a need for the chain form 
of representation when synthesizing line 
structures. One common exception, though, 
is the generation of the display commands 
for a digital plotter [13, 105]. An instance in 
which chain synthesis has been found to be 
a valuable tool has been the description of 
curves (2D and 3D) for which the determi- 
nation of an analytic expression was not 
feasible, and where a point-by-point compu- 
tation would have been prohibitive [151]. 
With chain synthesis it IS necessary only 
that one point on the curve be determined 
by conventional means. Thereafter one need 
merely test the grid nodes surrounding the 
last data node to determine which node lies 
closest to the desired curve. Once the general 
direction of the desired curve is known, the 
testing of two nodes should suffice m most 
instances (four, for 3D curves) [47]. 

4. SOME APPLICATIONS 

Apphcations for line structure processing are 
numerous and widespread. Those involving 
line structure synthesis are generally known 
under the term of "computer graphics." In- 
creasingly, computer graphics synthesis pro- 
cedures are taking over the traditional draft- 
ing function in engineering, from the design 
of machine parts and electronic circuits, to 
the lofting of ships' hulls, the layout of 
offices, and the design of aesthetic soft-drink 
bottles [21, 107]. A closely related applica- 
tion area is computer animation, where the 
many images required for a moving picture 
sequence can be economically generated 
under computer control [6, 60, 73, 139]. 

Analysis, manipulation, and pattern recog- 
nition applications tend to be grouped under 
the heading of picture or image processing in 
the literature [118]. Specific application 
areas include aerial and biomedical photog- 
raphy interpretation [24, 28, 64, 65, 106, 122, 
147], map generation [2, 8, 93, 99], and scene 
analysis ("robotics") [14, 27, 36, 61, 84]. We 
shall now briefly describe a few applications 
to illustrate the use of the processing tech- 
niques described earlier. 

Pattern Fitting Problems 
One important class of problems involving 

hne structure processing consists of those 
that can be classed as "pattern fitting" 
problems. These problems exist in a great 
variety of forms, but they are all charac- 
terized by the need to translate, rotate, and 
otherwise manipulate irregular contours 
with the ultimate objective of matching cer- 
tain geometric features among them. Ex- 
amples of this class of problems are found in 
map matching [141], optimum template 
layout for sheet metal cutting [1], the com- 
puter-guided assembly of ancient broken 
pottery [45], and the karyotyping of chromo- 
somes [65]. Each of these problems is a kind 
of "jigsaw puzzle", and, indeed, the com- 
puter solution of an actual jigsaw puzzle is 
perhaps the best way in which to illustrate 
the solution of problems of this type. A jig- 
saw puzzle exhibits all the typical require- 
ments for line structure processing encoun- 
tered in pattern fitting problems, and yet is 
devoid of the peripheral complexities that 
are not of interest here but attend every 
real-hfe engineering problem. 

Let us consider the six-piece puzzle shown 
in Figure 19; the problem is to rotate and 
translate the arbitrarily oriented pieces 
shown in (a) into the tightly fitting duster 
shown in (b). We shall utilize only the shape 
(contour outline) of the pieces, and assume 
that the pieces contain no usable pictorial 
information or texture. That is, we shall 
develop a solution method that does not 
assume the existence of such information; if 
pmtorial or textural clues are available, they 
can be used to simplify the techniques later. 
In most practical applications such clues 
are, of course, likely to be present. The 
method should be usable for puzzles of any 
reasonable size, and degrade only gradually 
as the number of pieces grows without 
bound. Clearly, therefore, all unstructured 
searching and hit-or-miss procedures must 
be avoided. 

A necessary condition for two pieces to 
fit together is that within their respective 
contours they each contain a section having 
a shape common to both. Thus if piece 1 in 
Figure 19(a) is to fit with some other piece 
along the section marked by the points a, b, 
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FIG 19 A six-piece jigsaw puzzle (a) Given set 
of pieces, (b) Completed assembly. 

then the other piece must have within its 
contour a section which, except for being 
rotated, is geometrically identical to this 
section. Of course, what constitutes a con- 
tour section is a priori unknown, and, in 
any case, those contour sections facing the 
exterior will not bare a matching section. 
Also, in practice, fitting sections will not be 
precisely identical because of imperfections 
in the fitting and limitations in the contour 
description (quantizatlon noise). 

A possible approach for assembling a jig- 
saw puzzle thus might be to identify all 
piece-contour sections, classify these sections 
according to some of their rotation-invariant, 
geometric features, and then to select match- 
ing pairs of sections. This is indeed the gen- 
eral approach we shall follow. The key sub- 
problems are: 1) determining the contour 
sections; 2) classifying the sections; and 3) 
carrying out the actual assembly in spite of 
the presence of wrongly-formed sections and 
ambiguous section pairs. We shall concen- 

trate here only on the aspects of the problem 
that are pertinent to line structure process- 
ing. A complete discussion of the jigsaw 
puzzle problem would take us too far afield, 
and is, anyway, given elsewhere [43]. 

There is no way of determining with cer- 
tainty the section of a piece contour that 
will fit against some other piece. The only 
clue for the extent of a contour section is the 
presence of slope discontinuities in the con- 
tour. Inspection of Figure 19(b) will show 
that at every junction, that is, at every point 
at which three or more pieces join, at least 
one of the pieces must have a sharp discon- 
tinuity in the contour slope.* Thus although 
a particular piece may not have a slope dis- 
continuity at a junction, and though slope 
discontinuities may exist at points that are 
not junctions, the existence of a slope dis- 
continuity in a piece contour provides a 
strong hint that the point of discontinuity is 
a junction. Hence contour sections with a 
high probability of fitting in their entirety 
to another contour section can be obtained 
by cutting the piece contours at all points of 
slope discontinuity--such as at points h, i, j, 
and k of piece 2 in Figure 19 (a). The sections 
are then numbered in decimal fashion to 
correspond to the piece to which they belong; 
e.g., 2.1, 2.2, 2.3, and 2.4. 

For an apphcation such as the assembly of 
jigsaw puzzles it is best to identify the slope 
discontinuities at the time of chain encoding. 
Alternatively, they can also be identified in 
the piece contour chain, and this chain then 
segmented into "chainlets" corresponding to 
the contour sections. The latter scheme, 
however, requires finer quantization for the 
contour, and the probability of introducing 
errors is increased. Of course, some errors 
can be tolerated since normally each piece 
"mates" with three or four other pieces, and 
there is always another chance for finding 
the way in which a particular piece is to fit 
into the whole. 

Once all the contours have been segmented 
into contour sections, the corresponding 
section chains ("chainlets") must be classi- 
fied according to some rotation-invariant 
geometric features. The best features for this 

* More precmely, at an n-piece junction, at least 
n -- 2 of the pieces must have a slope discontinuity. 
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FIG 20. Feature determinatmn for a contour section. 

purpose are those that  are relatively insensi- 
tive to measurement and quantlzation noise, 
and also do not involve excessive computa- 
tion. Five features that  meet this objective 
are: 1) length of the ehainlct, 2) length of the 
ehainlet's chord (i.e., the straight line be- 
tween the ehmnlet's end points); 3) the net 
positive area of the piece lying between the 
chainlet and its chord; 4) the maximum 
separation between chainlet and chord to 
the left side of the chord (maximum penin- 
sula); and 5) the maximum separation be- 
tween chainlet and chord to the right of the 
chord (maximum bay). The features are 
illustrated in Figure 20, where the contour 
section 2.1 of Figure 19 is shown in enlarged 
form, together with its chain approximation. 
Note that  the pmce interior lies to the right 
of the chainlet as the latter is traversed from 
initium to terminus. 

Chainlet 2.1 is represented by the sequence 

07070 77000 01222 32332 12101 10000 0 

I t  consists of 19 even-valued and 12 odd- 
valued links, giving a chain length of 19 -t- 
12~,/2 = 35.97. The cMculatlon for the re- 

maining features is illustrated in Table V. To 
find the chord length, the sums of the x and 
y components, ~ 1  a~=, ~ 'L1  a,~, are com- 
puted, ymldlng the differences in x and y be- 
tween the terminus and initium, 19 and 10, 
respectively. From these, . the chord length 
is found to be %/192 + 102 = 21.47, and 
the angle between chord and x axis is given 
by tan -1 10/19 = 27.8 °. The net  positive area 
is found by  taking the total area under the 
chainlet, using formula (10), and then sub- 
tracting the area undeI the chord. From 
Table V, this yields 52 -- ½(19)(10) - --43 
square units, with the negative sign in- 
dicating tha t  the total  " b a y "  area exceeds 
the total "peninsula" area by this amount.  
(Peninsula area is counted as positive and 
bay area as negative.) 

To determine the maximum distance to 
the chain from the chord, to both the left 
and the right, one determines the compo- 
nents of the chain links perpendicular to the 
chord, and then monitors the running sum 
for both its maximum (maximum peninsula) 
and minimum (maximum bay). Figure 21 
illustrates how the links are resolved into 
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TABLE V. FEATtIaE CALCtILATIONS FOR CHAINImT OF FZG. 20 

* at a,z a,tl Y, ,~S, S a,v Zany t-max t-rain 

0 - -  - -  - -  0 . . . .  0 0 
1 0 1 0 0 0 0 --b (0, - 1 ,  O, O) 0 1 
2 7 1 --1 --1 --½ --½ --c (0, --1, --1, O) 0 2 
3 0 1 0 --1 --1 --1½ --b (0, - 2 ,  --1, O) 0 3 
4 7 1 --1 - 2  --1½ - 3  - c  (0, --2, - 2 ,  O) 0 4 
5 0 1 0 --2 --2 --5 --b (0, --3, --2, O) 0 5 
6 7 1 --1 --3 -2½ -7½ --c (0, - 3 ,  --3, O) 0 6 
7 7 1 --1 --4 -3½ - 1 1  --c (0, - 3 ,  --4, O) 0 7 
8 0 1 0 --4 --4 --15 --b (0, --4, --4, O) 0 8 
9 0 1 0 --4 --4 --19 --b (0, --5, --4, 0) 0 9 

10 0 1 0 --4 --4 --23 - b  (0, - 6 ,  --4, 0) 0 10 
11 0 1 0 --4 --4 - 2 7  --b (0, --7, - 4 ,  0) 0 11 
12 1 1 1 --3 -3½ -30½ d (0, --7, --4, 1) 0, 12 11 
13 2 0 1 - 2  0 --30½ a (1, --7, --4, 1) 0, 13 11 
14 2 0 1 --1 0 --30½ a (2, --7, --4, 1) O, 14 11 
15 2 0 1 0 0 --30½ a (3, --7, --4, 1) O, 15 11 
16 3 --1 1 1 --½ --31 c (3, --7, --3, 1) O, 16 11 
17 2 0 1 2 0 --31 a (4, --7, --3, 1) O, 17 11 
18 3 --1 1 3 --2½ --33½ c (4, --7, --2, 1) O, 18 11 
19 3 --1 1 4 --3½ --37 c (4, --7, --1, 1) O, 19 11 
20 2 0 1 5 0 --37 a (5, --7, --1, 1) O, 20 11 
21 1 1 1 6 5½ --31½ d (5, - 7 ,  - 1 ,  2) O, 21 11 
22 2 0 1 7 0 --31½ a (6, - 7 ,  - 1 ,  2) O, 22 11 
23 1 1 1 8 7½ - 2 4  d (6, --7, - 1 ,  3) O, 23 11 
24 0 1 0 8 8 - 1 6  --b (6, --8, - 1 ,  3) O, 23 11, 24 
25 1 1 1 9 8½ --7½ d (6, --8, --1, 4 O, 23, 25 11, 24 
26 1 1 1 10 9{ 2 d (6, --8, --1, 5) O, 23, 26 11, 24 
27 0 1 0 10 10 12 - b  (6, - 9 ,  --1, 5) O, 23, 26 11, 24, 27 
28 0 1 1 10 10 22 --b (6, --10, --1, 5) O, 23, 26 11, 24, 28 
29 0 1 0 10 10 32 --b (6, - 1 1 ,  --1, 5) O, 23, 26 11, 24, 29 
30 0 1 0 10 10 42 --b (6, --12, - 1 ,  5) O, 23, 26 11, 24, 30 
31 0 I 0 I0 I0 52 --b (6, --13, --I, 5) O, 23, 26 11, 24, 31 

19 10 52 

E v a l u a t i o n s  o f  (a, b, c, d) :  a = cos 0 c = cos 8 + sin 0 
b = smO d = c o s O - -  slnO 

o -  (o, o, o, o) = o = o  
11 -- (0, --7, - -4 ,0 )  = --11 s i n O - -  4cosO  = --8.66 (max bay) 
2 3 -  (6, - 7 ,  - -1 ,3 )  = - -11sm0-4 -  8cosO  = 1.95 
2 4 -  (6, - 8 ,  --1, 3) = --12 s i n O +  8cosO = 1.49 
26 -- (6, --8, - 1 ,  5) = --14 s i n O +  10 cosO = 233 (maxpenmsula)  
31 -- (6, --13, - 1 ,  5) = --19 sin 0 -4- 10 cos 0 = 0 

c o m p o n e n t s  d i r e c t e d  a l o n g  t h e  c h o r d  (u axis)  w h e r e  a = cos 0, b = s in  0, c = cos 0 + 
a n d  p e r p e n d i c u l a r  t o  t h e  c h o r d  (v axis) .  T h e  s m  0, a n d  d = cos 0 - s in 0. 
r e s p e c t i v e  v-axis  c o m p o n e n t s ,  a~v, a r e :  R a t h e r  t h a n  n u m e r i c a l l y  e v a l u a t e  t h e  

0 - - b  4 b r u n n i n g  s u m  ~ 1  a , ,  for  e a c h  ,, i t  is p re fe r -  
1 d 5 - - d  a b l e  t o  keep  t h e  s u m  as a f o u r - t u p l e  (a, b, c, 

2 a 6 - - a  d), r e t a i n i n g  o n l y  t h o s e  f o u r - t u p l e s  t h a t  a r e  
3 c 7 - c  n o t  c o v e r e d  b y  o t h e r s  for  e i t h e r  t h e  m a x i -  
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Fro. 21. Resolution of chain hnks into rotated 
coordinate system (u, v) aligned with chord of 
Fig. 20. 

mum or the minimum, and evaluating only 
those that  remain at the end. This avoids 
the possibility of error accumulation due to 
round-off in the trigonometric functions. In 
Table V, the column headed "a~" lists the 
v-axis components, "~.  a~," gives the run- 
ning sum as the four-tuple (a, b, c, d), and 
"i-max" and "i-min" list the values of z for 
which the four-tuples are not as yet  covered 
by  other four-tuples for either maximum or 
minimum, respectively. Final evaluation 
then shows the maximum separation to the 
left (peninsula) to be 2.33 and to occur fol- 
lowing hnk number 26, and the maximum 
separation to the right (bay) to be 8.66 and 
to occur following link number 11, as is 
readily confirmed from an examination of 
Figure 20. In summary, we have for the five- 
element feature vector of chainlet 2.1 : 

chain length 35.97 
chord length 21.47 
net area - 4 3  
max peninsula 2.33 
max bay - 8.66 

Similar calculations are now made for all 
the contour sections in the jigsaw puzzle, 
and the feature vectors are then sorted ac- 
cording to the identification number of the 
contour section Next,  a five-dimensional file 
is created, in which the contour sections are 
sorted according to each of the five features, 
creating a kind of "feature catalog." 

To start the actual assembly process, one 
selects an irfitial contour section at  random, 
and looks up its features in the catalog, using 
the section identification number (e.g., 2.1). 
Taking the first feature, one lists all chainlets 
for which this feature is of a value that  agrees 
within a specified (but relatively wide) 
tolerance with that  of the selected chainlet. 
One then selects a second feature, and de- 
letes from the list all chainlets for which the 
second feature does not satisfactorily agree 
with that  of the selected chainlet. This is 
continued until only those chainlets remain 
on the list for which all the measured fea- 
tures agree within specified tolerance with 
those of the selected chainlet. More formally, 
given chainlet i, we retain on the list all 
chainlets j, j = 1, 2 , - . . , n ,  j ~ i, such 
that  

A {If,~ - L~l  < V~} (24) 
k 

where Tk is the threshold (tolerance) applied 
for feature k. 

The remaining chainlets on the list are 
next ordered according to their weighted 
distance from the selected chainlet in the 
multidimensional feature space. We write 

s .  = [ E (L~ - L~): w~]~ (25) 
k 

where S ,  ranges from a minimum of 0 (per- 
fect match) to an upper bound of 

S . . . .  = [ ~ Tk 2 wk] t (26) 
k 

The weights wk are assigned to ~eflect the 
relative importance of the features and de- 
pend on reliabihty of measurement, sensitiv- 
i ty to noise, anticipated range of variation, 
and smfilar considerations. 

The chainlet with the lowest S ,  value is 
then taken as the one most likely to fit to 
chainlet i. Since its orientation will normally 
be different from that  of chainlet i, it must be 
rotated before the actual fit can be verified. 
The required rotation angle is the difference 
in the angles tha t  the two chords make with 
the x axis. Rotat ion of a chain (by other 
than a multiple of 90 °) requires re-quantiza- 
tion and re-encoding. For illustration, let us 
consider chainlet 6.2 (corresponding to con- 
tour section 6.2 in Figure 19(a)). I t  is given 
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by 

45455 56566 67070 77666 55444 34445 4 

Its feature vector is given by: 

chain length 36.38 
Chord length 21.63 
net area 33.5 
max peninsula 7.97 
max bay -- 2.78 

and its angle with the x axis is tan -1 I = 
56.3 ° . The feature vectors for 2.1 and 6.2 
agree well in chain length and chord length. 
The only moderate agreement in the remain- 
ing three features is at tr ibutable here to the 
relatively coarse quantization. However, for 
this example, where only six pieces are to be 
assembled, the quantization is adequate to 
indicate that  6.2 should fit to 2.1 (rather 
than some other chainlet). Chainlet 6.2 is 
shown in Figure 22. Upon rotation by the 
difference in the chord angles (27.8 ° - 56.3 ° 

= -28 .5°) ,  re-quantization and inversion, 
chainlet 6.2R is obtained: 

00707 60700 01122 23332 21111 00170 0 

as also shown in Figure 22. 
Chainlets 2.1 and 6.2R now have their 

chords parallel, and precise shape matching 

FIG. 22. Cha in le t  6.2 before  and af ter  r o t a t i on  
and inversion. 

is possible. One means for matching is to use 
the chain correlation function (21), with a 
shift range of, say, ± 3  links to allow for 
quantization-error shifts in the respective 
end points. If this is done for chainlets 2.1 
and 6.2R, a maximum cross-correlation 
value of 0.883 is obtained at a shift of ~1 .  
This is a satisfactorily high correlation. As a 
final check, the two pieces are merged into 
one by forming a new combined piece, con- 
sisting (in sequence) of sections 2.2, 2.3, 2.4. 
6.3, 6.4, and 6.1. The new combined contour 
may not have any self-intersections. If this 
condition is also satisfied, one may proceed 
under the assumption that  pieces 2 and 6 
indeed fit along sections 2.1 and 6.2, respec- 
tively. If the fit had failed, the chamlet with 
the next lowest value of S~j would have been 
tried next. If no fitting chainlet is found, it 
must  be assumed that  either 1) chainlet 2.1 
belongs to the exterior boundary;  or 2) the 
fitting is not pairwise with another contour 
section. In either case, one would then 
simply go to chainlet 2.2 and repeat the pro- 
cedure until the assembly is completed.* 

Map-Matching Problem 
A variation on the jigsaw puzzle problem is 

the geographic map matching problem in 
which a large contour, representing, say, a 
coastline, is to be searched to determine 
where, if at all, a segment of coastline ob- 
tained from an aerial photograph will fit to 
the contour [33]. In this, as in most geo- 
graphic map problems, it can be presumed 
that  the North  direction ~s known to a high 
degree of precision, and that  fitting thus re- 
quires only the carrying out of an efficient 
translational search. The general problem is 
illustrated in Figure 23, where the contour 
segment A is to be located for best fit along 
the contour B. 

To solve this problem, one encodes both  
the large contour as well as the contour seg- 
ment in the chain code and utilizes the cross- 
correlation function (21). A complete seg- 
ment-to-contour correlation is, however, 
both  overly tedious as well as unnecessary. 

* In solving a complex jigsaw puzzle, one must 
provide for many special mtuatlons that may 
arise. The interested reader is referred to the 
literature for a more detailed description of this 
problem [43]. 
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Instead, one makes a series of searches, each 
progressively finer but limited to only those 
sections of the large contour tha t  according 
to the previous search are likely sites for the 
best fit. This is accomplished by slightly 
modifying (21) so as to perrpit two kinds of 
skipping--a skip (in multiples of p) in the 
successive link products that  are taken into 
the correlation sum (a skip in the index z) 
and a skip (in multiples of q) in the successive 
correlation shifts that  are computed (a skip 
in the index 3). Equation (21) then takes on 
the form 

1 r,~/v 

(~,b(qj) - Fn/p ,=1 ~ cos (ap,_p+, (27) 

- -  bp,_p+l+q~)~r/4 

where the symbol rx  denotes the smallest 
integer not exceeded by x. 

For the initial search, the largest reason- 
able values of q and p are selected* and a full 
correlation sweep is made. Those portions of 
the correlation functmn showing the three 
highest peaks are then identified and, for the 
next step, only these portions (constituting 
perhaps 15% of the whole range) are 
searched, using values of p and q that  are 
about ½ of the initial values. From the result- 
ing correlation functions sections, the three 
highest peaks are identified, and the process 
is repeated, at th~s step possibly with p = 
q = 1. The position of the highest peak then 
corresponds to the position of best fit. The 
closer the peak value approaches 1.0, the 
better the fit and the lower the noise level. 
This procedure is easily implemented, is 
fmrly fast, and has been found to be effective 
for problems of this type [33]. 

A somewhat related map processing prob- 
lem is the so-called contour map search prob- 
lem, in which an elevation profile is to be 
fitted to a terrain contour map. An example 
of this problem is offered by a pilot desinng 
to make a precise aerial survey of a wilder- 
ness area. I t  is assumed that  a terrain con- 
tour map of the area is available. '(Such a 

* As based on expermnce, the fineness of the 
quant lzat ion relative to the mgmficant detail,  the  
coherence among strings of hnks,  and the amount 
of noise expected If q is too large the pomtmn of 
best  fit may be ennre ly  missed. Normally,  both  
p and q should not exceed 10 

F m  23. I l lustrat ion of the map-matching prob- 
lem 

map could, for example, be obtained from 
sets of aerial stereo photographs.) The pilot 
carries out his survey by flying a particular 
level flight path and recording both the exact 
shape of the path as well as the terrain eleva- 
tion below his aircraft, on magnetic tape. 
Upon returning to his base, the recorded 
path data and the terrain elevation data  are 
entered m a computer, together with the 
data for the terrain contour map. The objec- 
tive of the computer analysis is to fit the 
flight path, with its terrain elevation profile, 
to the contour map and thus determine the 
precise geographical location of the flight 
path on the map. A typical chain-encoded 
terrain contour map is shown in Figure 24. 
Exhaustive searching of the contour map 
would be prohibitive. Instead, a heuristic ap- 
proach is required in which sections of the 
map where the flight path could not possibly 
fit are progressively eliminated. This prob- 
lem is another instance where some of the 
line structure processing techniques de- 
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FIG. 24 Chain-encoded contour  map.  (From 
S. P Morse, "General ized computer  t echmques  
for the  so lu t |on  of contour -map prob lems" ,  
Ph .D d | s se r t a tmn ,  New York Umvers i ty ,  1967 ) 

scribed earlier have been effectively utilized 
[8, 44, 88, 93l. 

Optimum Two-Dimensional Layout 
A graphms problem of great interest to in- 

dustry is that of optimum two-dimensional 
layout. This is the problem of determining 
how to cut irregularly-shaped pieces out of 
given stock sheets in an optimum manner 
without exhaustively trying all possible ar- 
rangements. Optimum layout problems* are 
associated with sheet metal cutting, clothing 
manufacture, leather cutting, glass cutting, 
and paper stock cutting, among others. In a 
general form, the problem is also encountered 
in factory and office 'layout, in parking-lot 
design, and in land development. Optimum 
layout has some similarity with the problem 
of jigsaw puzzle assembly, however, in its 
critical aspects it is m fact very different 
since no umque, tightly fitting solution can 
normally be expected [1, 15, 49, 63, 85]. 

* Sometimes also referred to as "nes t ing  prob-  
l ems ."  

The general objective in all optimum lay- 
out problems is to find an arrangement for 
cutting the pieces that most effectively 
utilizes the available resource (i.e., the stock 
sheet). This objective can be expressed in 
terms of an objective function that is to be 
optirolzed by m~ans of one of the standard 
mathematical optimization techniques [7]. 
In its simplest form, the objective function 
may simply describe the waste area. In more 
complex problems, the objective function 
may have to take into account that the pieces 
to be cut Inherently have different economic 
worths, that the value of the pieces may vary 
with location and orientation on the sheet, 
and that the amount of cutting itself has an 
associated cost. 

Optimum two-dimensional layout prob- 
lems divide into two broad classes. In the so- 
called template-layout problems the objective 
is to cut as many pieces as possible from a 
single stock sheet. In the so-called cutting- 
stock problems, the objective is to cut a fixed 
number of pieces from as small a stock sheet 
(or as few stock sheets) as possible. In the 
first the objective is to make optimum use of 
a fixed resource, whereas in the second it is to 
meet a fixed demand in an optimum manner. 
The two classes of problems, though closely 
related, require different approaches for their 
solution. The d|scussion that follows is 
limited to the template layout problem. 

Because of the vast number of possible 
layout arrangements a procedure that 
searches for an optimal arrangement by 
working directly with the Irregularly shaped 
pieces does not seem feasible. Instead one 
utilizes a two-step procedure in which the 
problem is converted from one of placing ir- 
regularly shaped pieces to one of allocating 
rectagonal pieces. 

In the first step, the piece templates are 
encased in minimum-area rectangles, first 
singly, then in combinations of twos, threes, 
up to perhaps fives, or sixes. These minimum- 
area rectangles, called modules, will include 
all combinations of the pieces, including, of 
course, also multiples of the same piece. 

The process of generating a minimum-area 
encasing rectangle is illustrated in Figure 25. 
Given an irregular template, one first en- 
codes it using the chain-coding scheme. Next 
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one encloses it in a rectangle with sides paral- 
lel to the x and y axes. This is accomphshed 
simply by finding the chain nodes for maxi- 
mum and minimum x, as well as maximum 
and minimum y, using Equations (6) and (7) 
(p. 76). In Figure 25(a), these four extremal 
points are the points marked 1, 2, 3, and 4. 

Next one forms a four-sided polygon by 
connecting successive extremal points by 
means of straight lines, and also divides the 
chain into segments at these points. A search 
is now made of each of the four chain seg- 
ments to locate the chain node maximally 
distant (in the outward-directed sense only) 
from the corresponding quadrilateral edge. 
The technique used is the same as that de- 
scribed earlier in connection with Figure 20 
(p. 83). For the example here, one thus finds 
point 5 for the segment 1-2, and point 6 for 
the segment 2-3. The maximally outward 
point for the segment 1-4 is judged to lie 
within specified tolerance of the line segment 
and need not be considered. 

A new polygon is now formed, incorporat- 
ing the newly found nodes. This is the poly- 
gon 1-5-2-6-3-4-1 in Figure 25(a). The proc- 
ess of looking for new nodes is repeated, but, 
of course, only for the newly formed chain 
segments (i.e., 1-5, 5-2, 2-6, and 6-3). If a 
maximally outward node lies within a speci- 
fied tolerance of the line segment, no new 
polygon vertex is formed. In the example 
here, this is judged to be the case for chain 
segments 2-6 and 6-3. The process is repeated 
until no further vertices are generated. The 
final polygon can be regarded--within the 
specified tolerance--to be the convex hull of 
the template. 

Determining the minimum-area encasing 
rectangle is now a simple matter since at 
least one of its sides must lie along an edge 
of the convex hull. Using each of the poly- 
gon's vertices in succession as the origin of a 
Cartesian coordinate system with x axis along 
a polygon edge, one determines the extremal 
nodes of the chain in both x and y directmns 
and uses these to form rectangles. The areas 
of the rectangles are then calculated and the 
rectangle with minimum area is selected. For 
the template of Figure 25(a), the minimum- 
area rectangle is found when the origin is at 

2 

4 

~) 

Fm 25 Determination of minimum-area ~cec- 
tangle 

(b) 

point 4 and the x axis along 4-3. The result is 
shown in Figure 25(b). 

To obtain minimum-area encasing rec- 
tangles for two or more pieces, one has the 
additional problem of placing the pieces in 
the best relative positions. The approach 
taken is first to represent the piece contours 
by means of polygonal approximations [92, 
109] and to obtain the best internal packing 
by trying to fit a "peninsula" of one piece to 
a "bay" of another. A detailed description of 
the procedure, however, is beyond the scope 
of this paper [1, 63]. A module containing 
two pieces of the type of Figure 25 is shown 
in Figure 26(a), one containing three, in 
Figure 26(b). 

In the second stage of the procedure, an 
optimal sheet layout is generated using the 
set of modules obtained in the first stage. 
The procedure will initially attempt to 
achieve a layout entirely ~ith the module 
that contributes the highest benefit value to 
the objective function (e.g., the one having 
the highest space utilization ratio). For left- 
over space (near the sheet boundaries) small, 
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(o! 

(b) 

FIG 26 Two- and three-pmce rectangular mod- 
ules 

lower-valued modules will be used, apd, 
where appropriate, some of the large, high- 
valued modules may be replaced by a larger 
number of lower-valued ones if this contrib- 
utes toward achieving a higher overall value 
for the objective function. 

If we ignore the special situation at the 
sheet boundaries, the most straightforward 
layout is simply to stack the modules side by 
side, in rectangular-array fashion, as lllus- 

trated in Figure 28(a). This kind of stacking 
has the important property of being spatially 
complete; that is, the modules can be packed 
side by side without any intervening space. 

It is possible to pack the modules more 
densely and preserve the spatial complete- 
ness property by overlapping modules in a 
systematic lash]on. The nature and amount 
of overlap is, of course, governed by the tem- 
plate positions within the modules. Figure 
27(a) and (b) show two overlap configura- 
tions for the single-template module of Fig- 
ure 25(b). Version (a) represents maximum 
overlap and would normally be selected. For 
the two-piece module of Figure 26(a) the 
optimum overlap position ~s shown m 
Figure 27 (c). 

In Figure 27 the overlap is achieved by 
taking identical modules and positioning 
them so that corresponding edges are paral- 
lel. Under these conditions the overlap will 
be iterable; that is, each module overlaps one 
of its neighbors and is itself overlapped by 
the same amount. An iterated overlap layout 
is illustrated m Figure 28(b). If two modules 
of identical dimensions but different internal 
configurations are overlapped such that cor- 
responding edges are parallel, or if one of two 
identical modules is rotated a multiple of 90 ° 
relative to the other, the result will not be 
iterable but will still be spatially complete, 
as shown in Figure 28(c). Finally, modules 
of different size and different internal con- 
figuration can be overlapped with spatial 
completeness preserved, provided edges are 
pairwise parallel and the two modules have 
one edge collinear; this is illustrated in 
Figure 28(d). 

To determine the position of maximum 
overlap for two modules, one must test the 
top, right, bottom, and left internal piece 
profiles of one module respectively against 
the bottom, left, top, and right internal 
piece profiles of the other (See Figure 27.) 
For example, consider right-left profile test- 
ing Starting from the line x = 0, one coln- 
putes the difference in the .~ coordinates be- 
tween points on the left profile of the right 
module and the corresponding points on the 
right profile of the left module for each com- 
mon y coordinate, as one module is shifted, 
point by point vertically along the full length ' 
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i 

FIG 27 

l 
Iterable module overlap. 

(c) 

of the other. For each shift position, the 
minimum positive x-coordinate difference 
times the common y-axis range yields the 
permissible module overlap area for this 
shift position. The  shift position yielding 
max imum area overlap is the desired one. If 
the piece profiles are represented in chain- 
coded form, the computat ion is quickly per- 
formed with the aid of Equations (6) and 
(7) (p. 76). 

The efficiencies realizable in array layouts 
of the various modules of Figures. 25, 26, 

and 27 are as follows: 

Number of Ul~l~zatwn 
Module Type Area Templates Ratw 

F i g  25 (a) 47 .6  1 0 49 
(b) 41.1 1 0 .57  

Fig 26 (a) 68 4 2 0 68 
(b) 117 3 0 60 

Fig. 27 (u) 63 2 0 74 
(b) 68 2 0 69 
(c) 119 4 0 78* 

T h e  t e m p l a t e  a r ea  is 23 3. 
* optimum 
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(a) 

I 

~) 
FIG 28. Spatially-complete, module array layouts. 

I I ' 

This two-stage procedure, which has been 
briefly outhned hcre, will, of course, not re- 
sult in a true optimum layout. In problems 
of this kind one is, in any case, rarely able to 
know whether a possible solution (one tha t  
satisfies all constraints) is m fact at or near 
optimum. An effective procedure must be 
able to generate a "possible" solution, verify 
that  it satisfies all problem constraints, and 
then determine whether it is bet ter  (with the 
objective function serving as measure) than 
previously obtained solutions. The procedure 
must further be able to derive some indma- 
tlon from each new "best"  solution as how to 
generate a possible still bet ter  solution; it 
will terminate when its abihty to generate 
potentially bet ter  solutions becomes ex- 
hausted. The procedure will be useful if it 

yields results that ,  on average, are superior 
to those obtainable by  other means. 

5. CONCLUSION 

The objective of this paper has been to pro- 
vide a tutorial revmw of techniques for the 
computer processing of line drawing images. 
Emphasis was placed on the processing of ir- 
regular hne structures because of the hnpor- 
tance of these m aerial photography, 
bio-medical imagery, and other imagery 
drawn from nature. In contrast  to the proc- 
essing of line structures representing man- 
made objects (e.g., engineering or architec- 
tural  designs), the processing of natural  
images in terms of line structure representa- 
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t ions  has  no t  t hus  far  been  given a d e q u a t e  
coverage  in the  h t e r a tu r e .  T h e r e  is much  
reason to  be l ieve  t h a t  the  sub jec t  will  be-  
come increas ing ly  i m p o r t a n t  in t he  fu tu re  as 
compu t ing  costs  cont inue  to d rop  and  the  
pressure  to  rep lace  p resen t  m a n u a l  image  
i n t e r p r e t a t i o n  p rocedures  moun t s .  

A va r i e t y  of a lgo r i thms  for processing l ine 
s t ruc tu res  have  been descr ibed.  The  impor-  
t ance  of the  encoding scheme se lec ted  for a 
p a r t i c u l a r  app l i ca t i on  was s t ressed in rela-  
t ion  to  b o t h  efficiency of s to rage  a n d  fac i l i ty  
for processing.  Three  a p p l i c a t i o n  p rob l ems  
were discussed in some de ta i l  to  d e m o n s t r a t e  
the  power  and  usefulness of t he  t echniques  
a v a d a b l e  for l ine s t ruc tu re  processing.  

As wi th  any  survey,  some i m p o r t a n t  
aspects  h~ve been  omi t t ed ,  e i ther  for l ack  of 
space or b y  overs ight .  However ,  a r eade r  
desir ing to  become fami l i a r  wi th  th i s  field 
should find the  pape r  a useful  s t a r t i ng  point .  
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