
Mobile Transa
tions�M. Brahmaji Rao (Y111117)Ch.Srinivas Rao (Y111126)P. Narender (Y111119)Instru
tor: Dr. R. K. GhoshAbstra
tMobile appli
ations require transa
tion like properties. In this proje
t we im-plemented two models: Kangaroo Transa
tion model and Team transa
tion modeland 
ompared the pros and 
ons of the two models. Kangaroo transa
tion modelis built on the 
on
epts of split transa
tions and global transa
tions in a mul-tidatabase environment. Kangaroo Transa
tions in
orporates the property thattransa
tions in a mobile 
omputing system hop from one base station to anotheras the mobile unit moves through 
ells. Team transa
tion Model is proposed forad-ho
 grouping of mobile hosts. This model has a three level 
ontrol hierar
hyjust like any sport team namely the ben
h, the 
oordinator on the �eld and theindividual team members. Team transa
tion model uses extensive re
overy me
h-anism whi
h is very mu
h needed in mobile transa
tion environments. Finally we
ompared the two models.1 Introdu
tionRe
ent advan
es in hardware te
hnologies su
h as portable 
omputers and wireless 
om-muni
ation networks have led to the emergen
e of mobile 
omputing systems. Examplesof mobile systems that exist today in
lude travelers 
arrying portable 
omputers that use
ellular telephony for 
ommuni
ations, and transporting trains and airplanes that 
om-muni
ate lo
ation data with supervising systems. A

ess by users with mobile 
omputersto data in the �xed network will involve transa
tions. However a transa
tion de�nitionin this environment varies from that within a 
entralized database or even a distributedenvironment. In addition, limitations of the wireless and nomadi
 environment pla
e anew 
hallenge to implementing eÆ
ient transa
tion pro
essing using 
lassi
al transa
tionmodels. Dis
onne
tion is the major obsta
le.The ACID properties in mobile environment are a bit relaxed in nature. There are sev-eral existing transa
tion pro
essing models. We �rst des
ribed the Kangaroo transa
tion�This proje
t is done as part of the 
ourse CS634: Mobile Computing under the guidan
e of Dr. R.K. Ghosh 1



2 MOBILE DATABASE ENVIRONMENT 2model, then Team Transa
tion model and lastly the 
omparisons. The re
overy s
hemein Kangaroo transa
tions relies on 
ompensating transa
tions where as the s
heme inteam transa
tion makes use of message logging 
on
epts for re
overy and rollba
k.2 Mobile database environmentThe environment 
onsists of stationary and mobile 
omponents. A Mobile Unit is amobile 
omputer whi
h is 
apable of 
onne
ting to the �xed network via a wireless link.A Fixed Host is a 
omputer in the �xed network whi
h is not 
apable of 
onne
ting to amobile unit. A Base Station is 
apable of 
onne
ting with a mobile unit and is equippedwith a wireless interfa
e. They are also known as Mobile Support Stations. Base stations,therefore, a
t as an interfa
e between mobile 
omputers and stationed 
omputers. Thewireless interfa
e in the base stations typi
ally uses wireless 
ellular networks.The referen
e model 
onsists of three layers: the sour
e system, the data a

ess agent,and the mobile transa
tion. The Sour
e System represents a 
olle
tion of registeredsystems that o�er information servi
es to mobile users. Data in the sour
e system(s) isa

essed by the mobile transa
tion through the Data A

ess Agent (DAA). Ea
h basestation hosts a DAA. When DAA re
eives a transa
tion request from a mobile user (we
all this a mobile transa
tion), the DAA forwards it to the spe
i�
 base stations or �xedhosts whi
h 
ontain the needed data and sour
e system 
omponent. When the mobile useris handed over to another base station, the DAA at the new station re
eives transa
tioninformation from the old base station. The mobile user a

esses data and informationby issuing transa
tions. Mobile Transa
tion is de�ned as the basi
 unit of 
omputationin the mobile environment. It is identi�ed by the 
olle
tion of sites (base stations) ithops through. These sites are not known until the transa
tion 
ompletes its exe
ution.A major fun
tion performed by the DAA is management of the mobile transa
tion. This
omponent of the DAA is 
alled the Mobile Transa
tion Manager (MTM).3 Kangaroo Transa
tionsThis model [1℄ is built on traditional transa
tions whi
h are a sequen
e of operationsexe
uted under the 
ontrol of one DBMS. Figure 1(a) shows the basi
 stru
ture. Herethree operations (op11, op12, and op13) are performed as part of the transa
tion. LT isused to identify the traditional transa
tion as it is exe
uted as a Lo
al Transa
tion tosome DBMS. The operations performed are the normal read, write, begin transa
tion,abort transa
tion, and 
ommit transa
tion. The �rst operation (op11) must be a begintransa
tion while the last (op13) must be either a 
ommit or abort. We a
tually 
onsidertwo types of global transa
tions. The limited view of global transa
tions is shown in �gure1(b). Noti
e that the Global Transa
tion root (GT) is 
omposed of subtransa
tions whi
h
an be viewed as Lo
al Transa
tion (LT) to some existing DBMS. The lo
al transa
tionsare often 
alled subtransa
tion (or Global SubTransa
tion, GST) of the GT. Ea
h of these
an in turn be viewed as 
onsisting of a sequen
e of operations. Figure 1(
) takes the moregeneral view of global transa
tions. In this 
ase the subtransa
tions may themselves be
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Figure 1d.Figure 1: Kangaroo Transa
tionglobal transa
tions to another multidatabase system. So we would have (for this �gure)operations underneath LT1 and LT4. Underneath GT2 and GT3 would be other LTs andGTs. This view of global transa
tions gives a re
ursive de�nition based on the limitingbottom view of lo
al transa
tions.3.1 Introdu
ing Kangaroo Transa
tionsGlobal transa
tions serve as the basis upon whi
h mobile transa
tions are de�ned. Globaltransa
tions alone, however, do not 
apture the "hopping" nature of mobile transa
tions.Based on the hopping property, we 
all our model of mobile transa
tions KangarooTransa
tionsFigure 1(d) shows the basi
 stru
ture of a Kangaroo Transa
tion. When a transa
tionrequest is made by a mobile unit the DAA at the asso
iated base station 
reates a mobiletransa
tion to realize this request. A Kangaroo Transa
tion ID (KTID) is 
reated toidentify the transa
tion. KTID is de�ned as follows:KTID = Base Station ID + Sequen
e Number,where the base station ID is unique, the sequen
e number is unique at a base station,and + is a string 
on
atenation operation. Ea
h subtransa
tion represents the unit ofexe
ution at one base station and is 
alled a Joey Transa
tion (JT). The origination basestation initially 
reates a JT for its exe
ution. The only di�eren
e between a JT and aGT is that the JT is part of a KT and that it must be 
oordinated by a DAA at somebase station site. When the mobile unit hops from one 
ell to another, the 
ontrol of theKT 
hanges to a new DAA at another base station. The DAA at the new base stationsite 
reates a new JT (as part of the hando� pro
ess). It is assumed that JTs are simplyassigned identi�
ation numbers in sequen
e. Thus a Joey Transa
tion ID (JTID) 
onsistsof the KTID + Sequen
e Number. This 
reation of a new JT is a

omplished by a split



3 KANGAROO TRANSACTIONS 4operation. The old JT is thus 
ommitted independently of the new JT. In �gure 1(d),JT1 is 
ommitted independently from JT2 and JT3. At any time, however, the failure ofa JT may 
ause the entire KT to be undone. This is only a

omplished by 
ompensatingany previously 
ompleted JTs as the autonomy of the lo
al DBMSs must be assured.To manage the KT exe
ution and re
overy, a doubly linked list is maintained betweenthe base station sites involved in exe
uting a Kangaroo Transa
tion. Control informationabout a JT is identi�ed by its JTID. To 
omplete a partially 
ompleted KT, this linkedlist is traversed in a forward manner starting at the originating base station site. Thus torestart an interrupted transa
tion, the user must be able to provide the starting site (basestation) for the transa
tion. To undo a KT, the linked list is traversed in a ba
kwardmanner starting at the 
urrent JT base station site.There are two di�erent pro
essing modes for Kangaroo Transa
tions: CompensatingMode and Split Mode. When a KT exe
utes under the Compensating mode, the fail-ure of any JT 
auses the 
urrent JT and any pre
eding or following JTs to be undone.Previously 
ommitted JTs will have to be 
ompensated for. Operating in this moderequires that the user (or sour
e system) provide information needed to 
reate 
ompen-sating transa
tions. This in
ludes information that the JT is 
ompensatable in the �rstpla
e. De
iding whether a JT is 
ompensatable or not is a diÆ
ult problem. Not onlydoes the JT itself need to be 
ompensatable, but the sour
e system should also be able toguarantee the su

essful 
ommitment of the 
ompensating transa
tion. The split modeis the default mode. In this mode, when a JT fails no new global or lo
al transa
tionsare requested as part of the KT. However, the de
ision as to 
ommit or abort 
urrentlyexe
uting ones is, of 
ourse, left up to the 
omponent DBMSs. Previously 
ommittedJTs will not be 
ompensated for. Neither the Compensating nor Split modes guaran-tees serializability of the kangaroo transa
tions. Although Compensating mode ensuresatomi
ity, isolation may be violated (thus violating the ACID prin
iple) be
ause lo
ksare obtained and released at the lo
al transa
tion level. With the Compensating mode,however, Joey subtransa
tions are serializable.Figure 2 shows the relationship between movement of a mobile unit between 
ells andthe 
orresponding Kangaroo Transa
tion. Here we assume that when the transa
tion isstarted, the mobile unit is in Cell 1 whi
h is asso
iated with Base Station 1. At thistime, the DAA at this Base Station 
reated a new Kangaroo Transa
tion and immedi-ately 
reated a Joey Transa
tion. When the mobile unit moves to Cell 2, a hando� isperformed. As part of this hando�, the KT is split into two transa
tions. The �rst partof this transa
tion is the subtransa
tions under JT1, the remainder (at this time) will bepart of JT2. Similarly, when the mobile unit moves into Cell 3 and Cell 4, hando�s o

urand new Joey Transa
tions are 
reated via a split operation. Note that this pro
ess isdynami
. A new Joey is 
reated only when a hop between 
ells o

urs: no hop no Joey.The same transa
tion requested at two di�erent times 
ould have di�erent stru
tures.3.2 Mobile transa
tion Manager data stru
turesThe fun
tions of the MTM are those related to managing a mobile transa
tion. Theprimary data stru
ture at ea
h site whi
h is used to do this is the transa
tion statustable (see Figure 3).
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Figure 2: Hopping from Base Station to Base StationEa
h base station maintains a lo
al log into whi
h the MTM writes re
ords needed forre
overy purposes. Unlike DBMS and GDBS systems, this log 
ontains no re
ords dealingwith re
overing (undo or redo) database updates. In the implementation it is assumedthat SampleData 1.db, SampleData 2.db, SampleData 3.db, SampleData 4.db are thedata �les at Site1, Site2, Site3 and Site4 respe
tively. The Sample transa
tion �le 
on-sidered is trans.jb. It 
ontains all the arithmeti
 operations sin
e 
ompensating(simplyinverse)operations 
an be easily de�ned.3.3 Kangaroo Transa
tion pro
essingThe 
ow of 
ontrol of pro
essing Kangaroo Transa
tions by the MTM 
an be des
ribedas follows:1. When a mobile unit issues a Kangaroo Transa
tion, the 
orresponding DAA passesthe transa
tion to its MTM to generate a unique identi�er (KTID) and 
reatesan entry in the transa
tion status table. The MTM also 
reates the �rst JoeyTransa
tion to exe
ute lo
ally in its 
ommuni
ation 
ell.2. The 
reation of a Joey Transa
tion (be it the �rst or otherwise) is also done bythe MTM and involves generating a unique JTID and 
reating an entry in thetransa
tion status table. The 
ount of number of a
tive Joeys in the KT statustable entry is in
remented by 1. Finally a JT entry is written into the transa
tionstatus table.3. The Kangaroo Transa
tion is exe
uted in the 
ontext of Joey Transa
tions. Forea
h JT, translation is made to map the KT operations into spe
i�
 sour
e system
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Figure 3: KT transa
tion status tableglobal and lo
al transa
tions.The �rst part of trans.jb �le temp1 1.jb is applied onSampleData 1.db �le.4. When network-level hando� o

urs, the DAA is immediately noti�ed so that itresponds by initiating a transa
tion-level hando� proto
ol. When this takes pla
e,the DAA starts exe
uting a split operation at the origination site. As part of splitthe transa
tion �le temp1 2.jb is divided into temp2 1.jb and temp2 2.jb.5. The destination base station then initiates the other part of the split operation. Anew Joey Transa
tion is 
reated with the tentative 
ontent being the rest of theentire Kangaroo Transa
tion. In addition, a KT entry is pla
ed in the destination'sstatus table. Now temp2 1.jb is applied on SampleData 2.db.6. When the DAA is noti�ed (by the DBMS or GDMS) that a subtransa
tion has been
ommitted, and if the mode is Split, then the ST entry in the transa
tion statustable is removed. If the KT mode is Compensating, this entry remains in 
asethe KT is later aborted and the 
ompensating transa
tion must be exe
uted. TheSTList in the status table is updated to re
e
t the fa
t that this subtransa
tionhas 
ommitted. If there are no a
tive subtransa
tions for this Joey, then thisJoey transa
tion is 
ommitted. Finally, the 
ount for number of a
tive Joeys isde
remented by 1. Note that the KT status table entry for the last a
tive BaseStation 
ontains the 
urrent values for Status and Joey 
ount. If the Joey 
ount is0 and the status of the KT is Committing, then the KT is 
ommitted.7. When the mobile user indi
ates that the transa
tion has ended, the status entryfor the KT is 
hanged to Committing. At this time, if the a
tive Joey 
ount is 0the KT is 
ommitted.



4 SEQUENCE DIAGRAM 74 Sequen
e Diagram
Normal : MenuItem  kt : Kangaroo : KT :StatusTable   :Split Parser: StreamToken
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handoff()

 Site : JTRecord

CreateNewJT();
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applyOps(Op, datafile)

doJT(Op5, datafle3)
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CreateNewJT()
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Figure 4: Normal Kangaroo Transa
tion Pro
essing5 The Team Transa
tion ModelTeam transa
tion model [2℄ represents the idea of exe
uting transa
tions in a single 
ellhaving mobile hosts. A subset of these hosts will form a team to do a transa
tion ina 
ollaborative manner. We 
all the Mobile Support Station (MMS) in whi
h all thesemobile hosts lie as ben
h in the team transa
tion terminology. Usually a number ofmobile hosts (MH) are found under a 
ell. Thus a number of hosts 
an 
onne
t to asingle ben
h. A ben
h pi
ks one un
ommitted transa
tion and assigns it to one of themobile hosts in its 
ell. This a
tion is performed until no more un
ommitted transa
tions
an be found or no free host is available. The MH whi
h gets a transa
tion from theben
h is 
alled a 
oordinator for that transa
tion.The 
oordinator splits the transa
tion into subtransa
tions to form player transa
-tions, and assigns these sub transa
tions to other willing MHs. Sin
e all node are withinthe same 
ell, a 
all setup between them is inexpensive. While de
omposing a trans-a
tion the 
oordinator takes into a

ount the dependen
ies among the sub trans
ations.



5 THE TEAM TRANSACTION MODEL 8The MH running the 
oordinator for a transa
tion and the MHs exe
uting the playertransa
tion of that 
oordinator 
onstitute a team for that transa
tion, and hen
e thename team transa
tion. The player MHs perform the transa
tion assigned to them bythe 
oordinator and 
ommuni
ate with 
oordinator through messsages. Finally, 
ommitmessage is sent to the 
oordinator. The 
oordinator also ex
hanges the same type ofmessage with the ben
h.As dis
ussed above the main tasks performed at di�erent levels of 
ontrol for the
ompletion of a transa
tion, and involves following main a
tors:1. Ben
h2. Coordinator3. Mobile host4. Re
overy System5.1 Ben
hThe ben
h has a list of transa
tions that are to be exe
uted, and the list of MHs whi
h area
tive under its 
ell. The ben
h pi
ks up a transa
tion and assigns it to one free mobilehost. This MH is referred to as the 
oordinator of that transa
tion. Ea
h transa
tion isrepresented by a unique number TTID, and ea
h mobile host by an identi�er 
alled MHID.The 
oordinator id is known as CID. As part of the strong re
overy strategy used forthis transa
tion model, the ben
h maintains a data stru
ture 
alled a
tion bu�er. Theben
h re
eives messages from the 
oordinator and performs message logging in the a
tionbu�er. The message logging is useful when re
overy is needed. As ea
h TTID is given toa CID, the ben
h maintains a (TTID-CID) list. When a message 
omes from a 
oordinatorit 
he
ks TTID, originator ID, et
., in the message for the purpose of identifying, andstoring the message at the appropriate position in the a
tion bu�er.5.1.1 A
tion bu�erThe a
tion bu�er is organized in the form of multilists. For ea
h TTID one entry ismaintained. There may be a list of TTIDs and ea
h TTID 
ontains a list of PTIDs, theplayer transa
tion IDs assigned by the 
oordinator. The 
oordinator sends the messageinforming whi
h PTIDs were assigned for a parti
ular TTID. For ea
h PTID the a
tionbu�er 
ontains a list of messages sent by the MHID having the PTID assigned by theCID of 
orresponding TTID. So when a message is re
eived at the ben
h then it 
he
ksthe TTID, PTID in that TTID list and stores the message in the 
orresponding PTID list.When a 
ommit is rea
hed at the ben
h it 
ommits that TTID, i.e., the entries in the
orresponding a
tion bu�er are made permanent. Until the time 
ommit has not rea
hed,the messages in the log are only temporary. Table 1 des
ribes various type of messagesthat may be re
eived by ben
h and the 
orresponding a
tions that must be performed atthe ben
h in response.



5 THE TEAM TRANSACTION MODEL 9Message Type A
tion by the Ben
hCOMMIT Make the entries in a
tion bu�er permanant.SPLIT DELEGATE Choose another 
oordinator for that TTIDROLLBACK Remove entries in the a
tion bu�er asked by 
oordinatorDATA Log message in a
tion bu�erTable 1: Messages re
eived by the ben
h and the 
orresponding a
tion.5.2 CoordinatorThe main task of 
oordinator is to de
ompose a transa
tion with a given TTID into anumber of player transa
tions, thus, generating a number of PTIDs. The 
oordinatorhas to also maintain the dependen
y among the PTIDs. Depending on the dependen
yorder the PTIDs are exe
uted one by one and if no dependen
y means the PTIDs 
an beexe
uted parallely. Ea
h PTID is given to a free MHID. The 
oordinator 
an also be aplayer for the transa
tion it is exe
uting if no free MHID is available. Similarly, the samenode 
an also be a player for many other TTIDs. After assigning the work to ea
h player(MHID) 
oordinator expe
ts some messages from its players. It performs ne
essary a
tionsdepending on the type of message it re
eives. For purpose of pro
essing the re
eivedinformation CID needs to store some data stru
tures.1. It should have PTID list for the given TTID2. PTID-
ommit list for the purpose of 
he
king whi
h PTIDs have 
ommittedWhen a player sends a message to the 
oordinator it 
he
ks the type of message. Depend-ing on the message type the PTID-
ommit list is modi�ed and if all the players have given
ommit then �nal 
ommit is passed to the ben
h for that TTID. This is the s
enario whenMHIDs resides in the same 
ell upto the 
ompletion of the job assigned to it. Sin
e thistransa
tion model does not restri
t the mobility of mobile hosts, there may be situationwhen MH leaves the 
ell without 
ommitting its job.5.2.1 Timeout for ea
h playerThe 
oordinator maintains a timer for ea
h mobile host for whi
h it assigned a PTID. Ifthis times out then the 
orresponding PTID is 
he
ked for 
ommit and if that is not the
ase, then the same task is assigned to another MHID in the 
ell or the 
oordinator itselfdoes the un�nished job. This 
ase solves the problem of a mobile host 
rash.5.2.2 Split-Delegate message by player:When the mobile host is leaves the present 
ell then it sends Split-Delegate message.Then the 
oordinator assigns the work to another player. No message from the MHIDafter it had send a Split-Delegate message is a

epted.Table 2 gives a summary of the a
tions performed by the 
oordinator upon re
eivingvarious messages from the players.



6 RECOVERY 10Message Type A
tion at CID Message to ben
hDELEGATE Che
k if allPTIDs are�nished if YES send COMMIT messageDATA Log the mes-sage ID Send the messageSPLIT DELEGATE Choose anotherMH and givethe remainingwork Send ROLLBACK messagewith message IDs logged forun
ommitted PTIDTable 2: Messages re
eived by the 
oordinator and the 
orresponding a
tion.5.3 Mobile HostThe work of mobile host is to exe
ute the work given by the 
oordinator and sendingthe information to the 
oordinator through messages. Due to the message overheads thehost does not send any message until some useful data is generated. The stru
ture ofmessage is provided in Table 3.Message ID ID for the message generated, ea
hmessage will be having distin
t ID.MHID Identity of MH from whi
h messageis originated.CID Coordinator ID for the MHID.PTID Assigned PTID for the MH.Type Type of message: DATA, COMMIT,DELEGATE, SPLIT-DELEGATEData It is the iformation �eld.Table 3: Messages stru
ture.A normal message is marked as DATA. When the subtransa
tion is 
ompleted at the MHit sends a message of the type DELEGATE. If the host leaves the 
urrent 
ell without
ompleting the work then it sends a message of the type SPLIT-DELEGATE.6 Re
overySin
e the hosts are mobile, they may go out of 
ell any time and also there are the
han
es of 
rashing. To handle these situations team transa
tion model maintains thestable storage log at the ben
h referred to as a
tion bu�er. It re
e
ts the present stateof ea
h transa
tion. This model 
an guarantee re
overy at the mobile host level, the
oordinator level and also at the ben
h.



7 IMPLEMENTATION SPECIFICATIONS 116.1 Re
overy at the mobile hostAs the host may be busy with the work assigned to it, and it may send wrong data tothe 
oordinator. In su
h situtation, it has to undo what it has done. This is known aslo
al rollba
k and generally happens with less probability. In this 
ase no message is sentor re
eived. It is done by the mobile host itself without the intervention from the ben
hor the 
oordinator.6.2 Re
overy at CoordinatorThe mobile hosts to whi
h PTIDs are assigned may 
rash or migrates to a new 
ell without
ompleting the task. Then the work done by them remain un�nished. The un�nishedwork should be removed and must be assigned to another players. As the data is storedat the ben
h, the 
oordinator should give rollba
k to the ben
h for the work done by a
rashed player or a player whi
h has left the 
ell. For this purpose 
oordinator must storemessage IDs sent by the PTIDs that are not 
ommitted. When the 
ommit message is sentby a player the 
orresponding storage is freed. So 
oordinator gives a rollba
k message toben
h with TTID, PTID, Start-MessId, End-MessId. On re
eiving the rollba
k messageben
h removes the 
orresponding entries in order to maintain the 
onsisten
y. So thisre
overy involves the pro
essing at the 
oordinator and the ben
h.6.3 Re
overy at Ben
hAs the 
oordinator itself is a mobile host, but with some spe
ial properties, it may also
rash and also leave the 
urrent 
ell. This situation is handled by ben
h by 
hoosinganother MHID as 
oordinator and removing the work done by the previous 
oordinator.This may degrade the performan
e. Therefore the 
oordinator is 
hosen from amongthe MHs whi
h are expe
ted to stay in the 
urrent 
ell for a duration longer than theexpe
ted 
ompletion time for a transa
tion.7 Implementation Spe
i�
ationsFigure 5 shows a sample display of the ben
h performing transa
tions. The spe
i�
ationsof attributes and poeration of the ben
h, the 
oordinator and the mobile host inl
udingthat of the re
overy a
tions are given below.7.1 The ben
hAttributes: List of MHIDs, TTID-CID list, A
tion bu�ers per player per transa
tion.Operations:Create MHIDs with Lifetime()fRandomly generate MHIDs with lifetimes.Store them in a list.
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Figure 5: Snapshot of Ben
h while performing transa
tionsgChoose Coordinator and Initiate Transa
tion()fChoose a 
oordinator and assign a transa
tion to it.Store (TTID, CID) pair in a data stru
ture.gPro
ess Re
eived Data()fIf (message type == ROLLBACK)
all rollba
k();If ((message type == COMMIT) and message from CID)
all trans
ation 
ommit();Else write to logtable();gRollba
k()fIf (partial rollba
k)



7 IMPLEMENTATION SPECIFICATIONS 13Update the a
tion bu�er of the player by deleting the messagesa

ording to (RSMessID, RSLSN, REMessID, RELSN)If (total rollba
k)Delete the whole a
tion bu�er for that playergTrans
ation Commit()fCommit the operations in the a
tion bu�ers of the parti
ular TTIDgWrite to Logtable()fStore the message in 
orresponding a
tion bu�er of TTIDgChoose Another Coordinator()fIf (no message from the 
oordinator till timeout)Choose another MHID as 
oordinator and assign the TTID to it.Update (TTID,CID) table.g7.2 The CoordinatorAttributes: List of A
tive MHIDs, List of Va
ant MIDs, Re
overy system, (TTID, PTID)-list, (PTID, CID)-list, PTID 
ommit-list, CID, Lifetime, Ben
hID.Operations:Choose Members and Start operation()fDivide TTID to PTID and assign ea
h PTID to a MHID.Update (TTID, PTID)-list.gRe
eive Data from Ben
h()fgRe
eive Data from Hosts()fIf (message type==SPLIT DELEGATE)
hoose another player()returnIf (message type==COMMIT)Update PTID 
ommit-listSend data to ben
h()g



7 IMPLEMENTATION SPECIFICATIONS 14Choosing Another Player()fPi
k up a MHID from va
ant MHs and assign PTID to it.Remove this MHID from the va
ant MHs list.Get the status of old player from the ben
h.Inform the ben
h about this 
hange.Send the status to this new player.gSend Data to Ben
h ()fIf (TTID is �nished)Send TTID 
ommit to ben
h.Forward messages to ben
h.g7.3 The Mobile HostAttributes: MHID, Lifetime, (PTID,CID)-listOperations:Lo
al Rollba
k()fLo
ally undo the a
tion performed.gRollba
k to Coordinator ()fIf (partial Rollba
k)Provide RSMessID,RSLSN,REMessID, RELSN to 
oordinator for rollba
kIf (total rollba
k)Give PTID to rollba
k 
ompletelygSend Data to Coordinator ()fPro
ess the operation()Perform the transa
tion and send the result to 
oordinatorgRe
eive Data from Re
overy System() fRe
eive the status from whi
h it has to start transa
tiongPro
ess Operations() fPerform the assigned task to it.gDelegate(type)f



8 COMPARISONS OF THE TWO MODELS: 15If (PTID is over)Send delegate message to CIDElse If (leaving the 
ell)Send SPLIT DELEGATE message to CID.g8 Comparisons of the two models:The kangaroo transa
tion model 
aptures the mobility of a single node during the trans-a
tion pro
essing. In Team Transa
tion model many hosts will group into a team fortransa
tion pro
essing. So the two transa
tion models are designed keeping in view of dif-ferent situations. Kangaroo transa
tion model is silent about re
overy s
heme. If a 
rasho

urs at any of the site then the work done is undone at all sites the host had traversed.Team model inherently supports re
overy me
hanisms, having partial rollba
k and totalrollba
k if required. The time taken to 
ommit a transa
tion in kangaroo model is under-stably less as 
ompared to Team model sin
e the message overheads in Team transa
tionmodel are high. But for long-lived transa
tions Team transa
tion model gives betterresults.9 Con
lusionsIn this paper we presented two transa
tion models kangaroo transa
tions and team trans-a
tions. We presented the re
overy me
hanisms in both the models. The team transa
-tion model has been proposed for the 
ollaborative environments. It has been modeledfor the appli
ations whi
h need a team e�ort to 
arry a task. Examples are 
olle
tingpopulation data, produ
t popularity survey, et
. The kangaroo transa
tion model 
ap-tures movement of a single mobile transa
tion. This model is not meant for 
ollaborativeenvironments We have implemented the re
overy s
hemes. Although transa
tion 
om-mit time in Kangaroo model is less 
ompared to team transa
tion, the team transa
tionmodel 
onsiders the robust mobilityReferen
es[1℄ Margaret H. Dunham, Abdelsalam Helal and Santosh Balakrishnan. A mobile trans-a
tion model that 
aptures both the data and movement behavior, ACM/BALIZERJournal on Spe
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