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Abstract—The nearest neighbor (NN) is one of the most well known classifiers in pattern recognition. Despite the high classification accuracy, the NN has several drawbacks: high storage requirements, bad time of response, and high noise sensitivity. Prototype Generation (PG) is one of the most well-known solutions to tackle these shortcomings. In supervised classification, many real world datasets do not have an equitable distribution among the different classes, these are called imbalanced datasets. Many PG techniques that have a high classification accuracy in regular datasets, have a poor performance when dealing with imbalanced datasets. The Self-Generating Prototypes (SGP) is one of these techniques. The Adaptive Self-Generating Prototypes was proposed to tackle the SGP problem with imbalanced datasets, but, in doing so, the reduction rate is compromised. This paper proposes the Evolutionary Adaptive Self-Generating Prototypes (EASGP), a SGP based technique with iterative merging and evolutionary pruning to help find the optimal solution. An experimental analysis is performed with datasets of different levels of imbalance ratio and statistical tests are used to evaluate the proposed technique. The results obtained show that EASGP outperforms previous SGP based algorithms in classification accuracy and reduction.
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I. INTRODUCTION

The nearest neighbor (NN) rule [1] is one of the most well known supervised learning techniques. The general idea is to classify a new instance as being of the same class as its nearest instance from the training set. The K-nearest neighbor rule (KNN) [2] is a generalization of the NN rule that considers the label of the K nearest instances of an instance to make its classification. This technique is very simple, yet is one of the most interesting and useful algorithms in Pattern Recognition [3].

Despite the high classification accuracy, the KNN has several drawbacks [4] [5] [6], the three most relevant are:

1) high storage requirements: it needs to store all training set, because the decision rule is defined by all training instances.
2) bad response time: for every new classification, the KNN needs to visit all instances from the training set (O(n) complexity, where n is the size of the training set).
3) low tolerance to noise: it considers all data from the training set to be relevant to the classification task.

Because of that, noisy data might compromise the classification accuracy.

In the literature, many approaches have been proposed to solve these issues [7]. One of these approaches is the use of instance reduction techniques [8]. Techniques of instance reduction aim to select only relevant instances from the training set, creating a smaller training set without compromising the classification accuracy [8]. In doing so, the storage requirements and time of response are reduced, because less instances are saved and visited in each classification, and also removes noisy data, improving classification and solving the noise sensitivity problem.

Prototype selection (PS) is a process of instance reduction that removes instances that are redundant or irrelevant to the classification, and selects the representative ones. Prototype generation (PG) is the process of instance reduction that generates artificial instances in order to achieve a higher generalization and create a more suitable training set. Because of the limitations of the search space of PS techniques, PG techniques have the potential of achieving a higher reduction rate than PS techniques.

Imbalanced datasets have many instances of one class, the majority class, and only a few of the other, the minority class. Learning from such datasets is a difficult task, being considered an important problem in data mining and pattern recognition [9] [10]. Despite the high performance in improving classification, instance reduction techniques do not cope with imbalanced datasets, for they cannot discriminate noisy instances from the minority class.

The Self-Generating Prototypes (SGP) [11] is a centroid-based prototype generation technique, it was even being combined with other techniques to improve classification [12], but does not work well with imbalanced datasets. The same thing happens with the Self-Generating Prototypes 2 (SGP2).

Experiments have shown that, in some datasets, SGP and SGP2 consider all minority class instances as noise or outliers that need to be removed in order to improve generalization [13]. In order to solve this issue, in [13], the authors proposed the Adaptive Self-Generating Prototypes (ASGP) a SGP based technique that is adaptive to different levels of imbalance ratio. This technique achieved interesting results, and the empirical experiments have shown that ASGP is a better solution for imbalanced datasets [13].

ASGP outperforms SGP2 in classification accuracy, but
it is outperformed in reduction rate because ASGP generates more minority class prototypes than needed (increasing false positives in classification).

To solve the issues of SGP, SGP2 and ASGP, in this paper, we propose the Evolutionary Adaptive Self-Generating Prototypes (EASGP), a PG technique composed by a main loop and two new steps: incremental merging and evolutionary pruning. The incremental merging expands the search space inserting new generalized samples that might better represent the distribution of the classes. The evolutionary pruning uses a memetic algorithm (MA) based on the Steady-State Memetic Algorithm (SSMA) [14] used to explore the search space and find optimal solution. The evolutionary pruning uses the original training set as a validation set, instead of using only the new generated samples.

The experiments showed that EASGP outperforms SGP, SGP2 and ASGP in classification accuracy and reduction rate for datasets with different levels of imbalance. This result was confirmed with the One-Sided Wilcoxon Signed Rank Test [15].

This paper is organized as follows: Section II gives a brief review of PG techniques and presents the SGP, SGP2 and ASGP techniques. Section III presents the EASGP technique. Section IV presents the experiments and results. Finally, Section V concludes the paper.

II. BACKGROUND

This section presents the main concepts of prototype selection (PS) and prototype generation (PG), including the Self-Generating Prototypes (SGP), Self-Generating Prototypes 2 (SGP2) and Adaptive Self-Generating Prototypes (ASGP).

A. Prototype Selection and Generation

PS methods are instance selection methods that, in order to improve the NN rule, attempt to find the smallest subset of the training set that enable the KNN to correctly classify a test sample [16].

The PS problem can be defined as follows: Let $TR$ be the training set, and $S \subseteq TR$ be the subset of instances selected by a PS technique, where $S$ has less noise or redundant instances. The classification of a test sample $x_i$ is made using the KNN rule over $S$ instead of $TR$.

Since PS problems can be reduced to a combinatorial problem, it is possible to use Evolutionary Algorithms (EAs) to solve them. In fact, a high number of the PS algorithms recently proposed are based on EAs. Those methods were called evolutionary prototype selection (EPS) methods [17]. The Steady-State Memetic Algorithm (SSMA) [14] is a Memetic Algorithm (MA) applied to PS. Studies have shown that this is one of the most successful PS techniques [5]. The use of stratified PS based on SSMA is an alternative to solve the scalability issue, the problem of increasing the running time when the number of instances increase [18].

There are over 50 PS methods proposed in the literature. A complete study of PS, including taxonomy, can be found in [5].

PG methods are instance reduction methods that attempt to find the smallest set of artificial generated instances that improve the accuracy of the NN rule based on the training set.

A PG problem can be defined as follows: Let $TR$ be the training set, and $TG$ a set of prototypes generated or selected by a PG method based on $TR$, where $\text{Size}(TG) < \text{Size}(TR)$. The classification of a test sample $x_i$ is made using the KNN rule over $TG$, instead of $TR$.

Most PG techniques that uses EAs are based on positioning adjustment, that means they move the prototypes around the m-dimensional space, adjusting them until it finds an optimal solution [6]. Examples of interesting positioning adjustment PG techniques are the Evolutionary Nearest Prototype Classifier (ENPC) [19] and the Particle Swarm Optimization (PSO) [20]. Other techniques such as Prototype Selection Clonal Selection Algorithm (PSCSA) [21], and Differential Evolution (DE) [22] have also achieved interesting results.

For imbalanced datasets, the use of selection of evolutionary selection of generalized examples [23] has achieved interesting results.

There are over 25 PG methods proposed in the literature. A complete study of PG, including taxonomy, can be found in [6].

B. Self-Generating Prototypes Based Algorithms

The Self-Generating Prototypes (SGP) [11] is an interesting PG technique [12]. The SGP method generates prototypes using a combination of centroid based and space splitting mechanisms. The SGP creates groups of instances generates a single prototype (the representant) for each group.

In the beginning of the process, for each class, the SGP generates one group containing all instances of that class. Then, the following steps are performed until the solution converge:

1) If, for all instances of a group, the closest prototype is the representant of the group itself, then no modification is performed.
2) If, for all instances of a group, the closest prototype is from a different class, then the group is divided in two new subgroups. The separation is made by a hyperplane that passes through the representative of the original group and is perpendicular to the first principal component of the instances in the original group.
3) If, for some instances of a group, the closest prototype is a representant of a different group of the same class, these instances are moved from the original group to the group of that closest prototype.
4) If, for some instances in a group, the closest prototype is the representant of a group with different class, the misclassified instances are removed from the original group and form a new group.

After any of these procedures, each group representant is updated.

In order to improve the generation capability, the SGP implements a trade-off between training error and the model
The SGP2 introduces two steps in order to reduce even more the number of prototypes: a merging step and a pruning step. In the merging step, two groups $A$ and $B$ are merged if both $A$ and $B$ are from the same class and the second closest prototype to all instances in $A$ is the representant of $B$, and the second closest prototype to all instances in $B$ is the representant of $A$. The pruning step removes redundant prototypes using the following rule: if all instances of a group is correctly classified by their second closest prototype, the group is discarded.

In [13], the authors analyzed the SGP behavior when trained with imbalanced datasets. Sometimes, the SGP returned no prototypes at all of the minority class. The authors concluded that one of the major issues happens in the generalization step, so they proposed a different approach in the use of the generalization factor $R_{\text{min}}$.

SGP eliminates the groups that have less than $R_{\text{min}}$ times $L$ instances, $L$ being the size of the largest group in the dataset. The Adaptive Self-Generating Prototypes (ASGP) suggests that this elimination is not fair with the minority class groups. To solve this issue, the same $R_{\text{min}}$ is used for all groups, but $L$ is the size of the largest group of the same class, instead of the size of the largest group of all classes. This step is detailed in Algorithm 1.

**Algorithm 1 Generalization Step**

**Require:** $GP$: a set of groups of instances  
**Require:** $H$: a hashtable  
**Require:** $CS$: a list of classes of the groups

1: for all Class $C \in CS$ do  
2:     $L \leftarrow -1$  
3:     for all Group $G$ in $GS$ do  
4:         if $\text{SizeOf}(G) > L$ then  
5:             $L \leftarrow \text{SizeOf}(G)$  
6:         end if  
7:     end for  
8:     $H(C) \leftarrow L$  
9: end for  
10: for all Group $G$ in $GS$ do  
11:     $C \leftarrow \text{ClassOf}(G)$  
12:     $L \leftarrow H(C)$  
13:     if $\frac{\text{SizeOf}(G)}{L} \leq R_{\text{min}}$ then  
14:         Remove $G$ from $GS$  
15:     end if  
16: end for  
17: return $GS$

ASGP also proposes that the merge and pruning steps should be performed as usual, but after both procedures, all prototypes of the minority class should be included again, in case they were lost in the generalization procedure.

The ASGP method achieved interesting results with imbalanced datasets, but there are other drawbacks to be tackled. When performing the merging step, the order in which the merging occurs affects the final solution, making possible the algorithm to find sub-optimal solutions. The same thing happens with the pruning step. Another issue with the pruning step is that it removes a group only if all instances in that group are well classified without the group representant. A higher generalization might be achieved if there was a threshold that evaluated if a removal is an advantage or not.

When inserting all prototypes of the minority class, after the pruning step, the ASGP method might also insert not needed prototypes, and even, prototypes that does not fit the new data, generating an overlap between the prototypes of the minority and majority classes.

The next section presents the proposed technique that handles all the mentioned issues.

### III. Evolutionary Adaptive Self-Generating Prototypes

This section presents the Evolutionary Adaptive Self-Generating Prototypes (EASGP), a prototype generation (PG) that uses an iterative merging and evolutionary pruning.

#### A. Motivation

The Self-Generating Prototypes (SGP) has a poor performance when trained with imbalanced datasets. The Adaptive Self-Generating Prototypes (ASGP) is an improved SGP that handles imbalanced datasets. Despite the fact that ASGP achieved better results than SGP2, ASGP has a lower reduction rate than SGP2. This behavior is acceptable, because of high cost of misclassifying the minority class [24], but it is not desired.

The following three flaws were found in the SGP2 and ASGP algorithms:

1) In the merging step, the order in which the groups are merged affects the resulting prototypes. If two groups are merged, another important merge might not take place, and a sub-optimal solution might be returned.

2) In the pruning step, the already reduced search space is not fully explored. Also, when the order in which the groups are visited is changed, the resulting prototypes also change. Because of that, a sub-optimal solution might be returned.

3) After the merging and pruning steps, when introducing back the prototypes of the minority class, the ASGP algorithm does not consider that the new set of majority class prototypes were generated considering another group of the minority class prototypes. This might cause overlapping between prototypes of different classes.

In order to solve these issues, this paper proposes the EASGP method, an SGP based PG technique that implements an incremental merging and evolutionary pruning steps.
B. Architecture

Figure 1 shows the architecture of EASGP. First, ASGP is used to generate the initial prototypes. These prototypes are used by the iterative merging algorithm, generating new prototypes and expanding the search space. Finally, the evolutionary pruning is applied to find the optimal subset of prototypes, and the best subset is returned. The evolutionary pruning uses the original training set as a validation set to find the best solution.

The EASGP steps are explained in the next subsections.

C. EASGP Initial Prototype Generation

Following the same approach of the SGP algorithm, in the beginning of the process, a group containing all the instances within each class is created for all class labels, and the mean of each group is elected as a representative. The ASGP main loop is executed once the initial groups are formed until no changes in the groups occur.

The generalization step follows the ASGP approach, removing a group only if it is considerably smaller than the larger group of the same class.

The major innovations of EASGP are the iterative merging and evolutionary pruning, presented in the next subsections.

D. Iterative Merging

Differently than the merging step of ASGP, the iterative merging uses only the generated prototypes to perform the merge between two groups, instead of using all instances within the groups. This approach has a high performance effect on the algorithm, since the number of representations is usually significantly smaller than the number of instances in the training set.

In order to understand the iterative merging, the merging-links concept must be defined. A pair of prototypes $A$ and $B$ is called a merging-link if they meet the 3 following conditions:

- $A$ and $B$ belong to the same class.
- The closest prototype of $A$ is $B$.
- The closest prototype of $B$ is $A$.

The iterative merging also uses two lists: search list and final list. The search list is the list of prototypes where the procedure searches for merging-links. The final list is the list of prototypes to be returned by the procedure.

First, the iterative merging insert all prototypes from the EASGP initial prototypes procedure in the search list and then finds all merging-links prototypes in that list. If at least one merging-link is found, than this is not the last iteration. Each link is merged, and a new prototype is generated (the mean of the each link). The merging-links are now removed from search list and saved into the final list. The process is repeated until the last generation (no merging-link is found), when all remaining prototypes are included in the final list. Finally, all prototypes in final list are returned.

The iterative merging is detailed in Algorithm 2.

Algorithm 2 Iterative Merging

Require: $PS$: a set of prototypes
Require: search list: a list to search for links
Require: final list: a list to save the prototypes

1: save all $PS$ in search list
2: merging-links $\leftarrow$ all merging links in search list
3: while merging-links is not empty do
4:   for all link $\in$ merging-links do
5:     $P \leftarrow$ mean(link)
6:     insert $P$ in the search list
7:     remove the link prototypes from search list
8:   insert the link prototypes in final list
9: end for
10: merging-links $\leftarrow$ all merging links in search list
11: end while
12: insert all prototypes in search list in final list
13: return the prototypes in final list

With this approach, the EASGP iterative merging expands the region of search that was reduced by the initial prototypes procedure. The result of the iterative merging is not affected by the order in which the prototypes are merged (differently than the ASGP merge step).

E. Evolutionary Pruning

The pruning step aims to remove redundant prototypes without compromising the classification accuracy. The problem of pruning can be considered a problem of prototype selection (PS), which is to find the best subset of instances that better represent a training set. As mentioned in the previous section, the problem of PS is a combinatorial problem, and the current best approaches to solve this problem is to use evolutionary prototype selection (EPS), especially memetic algorithms (MA).

The evolutionary pruning uses the Steady-State Memetic Algorithm (SSMA) [14] concept to find the best subset of generated prototypes. First, a population of solutions is created using the chromosome representation. For each intersection, two parent chromosomes are selected and the genetic operators are applied to generate an offspring. A local search is used to optimize each solution with a given probability. The evolutionary pruning uses the fitness function detailed the Equation 1.

$$Fitness(S) = \alpha \times AUC_{rate} + (1 - \alpha) \times reduction_{rate}$$ (1)

The value of the parameter $\alpha$ is within the interval $[0.51, 0.99]$. In the evolutionary pruning, the classification rate used in the fitness when handling imbalanced dataset is the Area Under the ROC Curve (AUC), avoiding over generalization and the possibility of removing all prototypes of the minority class.

Also, the fitness is estimated using the original training set as a validation set, not only the prototypes from the merging step. Using this approach, the evolutionary pruning finds better solutions and avoids the cost of misclassification of already removed samples in the previous steps of the algorithm.
**Algorithm 3** Evolutionary Pruning

1: Initialize Population.
2: while not termination-condition do
3:   parents ← Parent Selection (binary tournament)
4:   Off$_1$, Off$_2$ ← Crossover(parents)
5:   Mutation(Off$_1$, Off$_2$)
6:   for all Off$_i$ do
7:     if local search decision then
8:       local-search(Off$_i$)
9:     end if
10: end for
11: Standard Replacement for Off$_1$ and Off$_2$
12: end while
13: return The best chromosome

The Algorithm 3 presents the evolutionary pruning algorithm.

The evolutionary pruning steps are detailed as follows:

- **Population Initialization**: Each chromosome represents a subset of prototypes, a gene is ‘1’ when the prototype is in the subset and ‘0’ when it is not. All chromosomes reference the same set of prototypes returned by the iterative merging. In the population initialization, the chromosomes are initialized randomly, and each chromosome is evaluated using the fitness function. Differently than other approaches, the evaluation is performed using all instances in the training set as a validation set, and not only the prototypes referenced by the chromosomes.

- **Parent Selection**: In order to select two parents, a binary tournament selection is employed. For each parent, two random candidates are selected from the population of chromosomes, and the best one (the one with the higher fitness) is elected parent.

- **Crossover**: The parents are combined to generate the offspring, two new individuals with half of the genes from each parent.

- **Mutation**: The mutation changes each gene of the offspring with a probability $P = 1/N$, where $N$ is the size of the chromosome.

- **Offspring Evaluation**: The offspring is evaluated using the fitness function (Equation 1) and the validation set (the original training set).

- **Local Search Decision**: This step decides if a local search is applied to an individual in the offspring. The local search is performed with a probability $P_{ls}$ which is detailed in the Equation 2.

$$
P_{ls}(S) = \begin{cases} 
1 & \text{if fitness}(S) > \text{fitness}(S_{\text{worse}}) \\
0.0625 & \text{otherwise}
\end{cases}$$

If the offspring is better than the worst solution of the population of chromosomes (has a higher fitness than the solution with lower fitness in the population), the local search is performed, otherwise, the local search is performed with a probability $P_{ls} = 0.0625$. This value was found empirically in [14].

- **Local Search**: For a given chromosome, it considers neighborhood solutions by removing an instance from the current solution. A change is maintained if it improves the classification accuracy of the current solution, otherwise, the change is reverted. If a removal becomes permanent, the whole neighborhood is considered again. To avoid local optimum, the local search also accepts solutions that decreases the classification accuracy but increase the fitness.

- **Standard Replacement**: If the offspring is better than the worst solution in the population (has a higher fitness than the solution with lower fitness in the population), the offspring replaces the worst solution.

- **Termination Condition**: The algorithm stops when a convergence of the solutions occurs, or when a number of evaluations $NE$ (passed as parameter) is reached. In other evolutionary algorithms, usually $NE = 10000$. Because of the high reduction power of ASGP, $NE = 100$ is enough for EASGP.

The evolutionary pruning procedure works as an optimization algorithm. Like in the SSMA algorithm, the use of a local search makes it possible to find optimal solutions without reach the number of evaluations that a brute-force algorithm requires.

Compared to SSMA alone, one advantage of EASGP is that EASGP makes possible a higher generalization and requires fewer evaluations than other evolutionary algorithms, since the chromosomes only represent the previously generated prototypes and not the whole original training set. In classification accuracy, EASGP pruning also works as a fixer for the previous steps, removing any residual noisy data generated by the initial generation (ASGP main procedure) and the iterative merging.
The results show that EASGP outperformed all previous versions of SGP with statistical confidence: SGP ($p$-value = 0.0003275), SGP2 ($p$-value = 0.0003275) and ASGP ($p$-value = 0.007511).

Figure 2 shows EASGP compared with the best of the other techniques. This figure shows that EASGP outperforms the best of SGP, SGP2 and ASGP in classification accuracy, being losing in only 2 datasets. Clearly, EASGP achieved the best performance in classification accuracy (AUC).

2) Reduction: Table IV shows the average and standard deviation of the reduction rate. The results show that EASGP outperformed all previous versions of SGP with statistical confidence: SGP ($p$-value = 0.001109), SGP2 ($p$-value = 0.02341), and ASGP ($p$-value = 0.001109).

The impressive result is that EASGP outperformed SGP2 in reduction rate. Based on previous studies [13], we concluded that SGP2 have a high reduction power, but sometimes it removes all samples of the minority class, which allows the algorithm to leave only a prototype of the majority class. Despite of that, EASGP was able to outperform SGP2 in reduction, without compromising classification accuracy.

Figure 3 shows EASGP compared with the best of the other techniques. This figure shows that EASGP outperforms the best of SGP, SGP2 and ASGP in reduction rate, losing in only 5 datasets. Even in the few datasets where EASGP was outperformed, we can see that the points are very close to the line, which means the difference is very small.

### Table II. Parameters used in the experiments.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGP</td>
<td>$R_{min} = 0.20$, $R_{max} = 0.20$</td>
</tr>
<tr>
<td>SGP2</td>
<td>$R_{min} = 0.20$, $R_{max} = 0.20$</td>
</tr>
<tr>
<td>ASGP</td>
<td>$R_{min} = 0.20$, $R_{max} = 0.20$</td>
</tr>
<tr>
<td>EASGP</td>
<td>$R_{min} = 0.20$, $R_{max} = 0.20$, $\alpha = 0.97$</td>
</tr>
</tbody>
</table>

### Table III. Average, standard deviation and Wilcoxon Signed Rank test $p$-value and result of the SGP, SGP2, ASGP and EASGP AUC rate

<table>
<thead>
<tr>
<th>Label</th>
<th>SGP</th>
<th>SGP2</th>
<th>ASGP</th>
<th>EASGP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.6468(0.0372)</td>
<td>0.6560(0.0443)</td>
<td>0.6431(0.0113)</td>
<td>0.6718(0.0069)</td>
</tr>
<tr>
<td>2</td>
<td>0.6062(0.0347)</td>
<td>0.5990(0.0396)</td>
<td>0.6234(0.0168)</td>
<td>0.6261(0.0084)</td>
</tr>
<tr>
<td>3</td>
<td>0.7935(0.0456)</td>
<td>0.7874(0.0402)</td>
<td>0.8409(0.0527)</td>
<td>0.8146(0.0705)</td>
</tr>
<tr>
<td>4</td>
<td>0.5943(0.0573)</td>
<td>0.6070(0.0552)</td>
<td>0.6425(0.0326)</td>
<td>0.6393(0.0297)</td>
</tr>
<tr>
<td>5</td>
<td>0.6460(0.0299)</td>
<td>0.6437(0.0420)</td>
<td>0.6738(0.0366)</td>
<td>0.6934(0.0471)</td>
</tr>
<tr>
<td>6</td>
<td>0.7922(0.0217)</td>
<td>0.8020(0.0297)</td>
<td>0.8020(0.0255)</td>
<td>0.8223(0.0373)</td>
</tr>
<tr>
<td>7</td>
<td>0.5000(0.0000)</td>
<td>0.5000(0.0000)</td>
<td>0.8966(0.0583)</td>
<td>0.8966(0.0583)</td>
</tr>
<tr>
<td>8</td>
<td>0.6989(0.1323)</td>
<td>0.6850(0.1389)</td>
<td>0.8564(0.0657)</td>
<td>0.8875(0.0620)</td>
</tr>
<tr>
<td>9</td>
<td>0.5028(0.0063)</td>
<td>0.5187(0.0419)</td>
<td>0.8531(0.0681)</td>
<td>0.8866(0.0610)</td>
</tr>
<tr>
<td>10</td>
<td>0.5261(0.0629)</td>
<td>0.5281(0.0629)</td>
<td>0.7986(0.0485)</td>
<td>0.8128(0.0444)</td>
</tr>
<tr>
<td>11</td>
<td>0.5000(0.0000)</td>
<td>0.5000(0.0000)</td>
<td>0.8588(0.0601)</td>
<td>0.8588(0.0601)</td>
</tr>
<tr>
<td>12</td>
<td>0.5545(0.0792)</td>
<td>0.5069(0.0976)</td>
<td>0.6388(0.1866)</td>
<td>0.6693(0.1050)</td>
</tr>
<tr>
<td>13</td>
<td>0.6291(0.1284)</td>
<td>0.6215(0.1288)</td>
<td>0.6674(0.1109)</td>
<td>0.7240(0.0742)</td>
</tr>
<tr>
<td>14</td>
<td>0.5000(0.0000)</td>
<td>0.5000(0.0000)</td>
<td>0.9960(0.0089)</td>
<td>0.9960(0.0089)</td>
</tr>
<tr>
<td>15</td>
<td>0.5817(0.1328)</td>
<td>0.5670(0.1422)</td>
<td>0.6530(0.0254)</td>
<td>0.7615(0.0945)</td>
</tr>
</tbody>
</table>

Mean 0.6034(0.0512) 0.6009(0.0576) 0.7633(0.0593) 0.7844(0.0543)
We can state with confidence that EASGP outperformed all previous versions of SGP (SGP, SGP2 and ASGP) in both classification accuracy and reduction rate.

V. CONCLUSION

This paper presented the Evolutionary Adaptive Self-Generating Prototypes (EASGP), a centroid based prototype generation (PG) algorithm for imbalanced datasets. EASGP uses an iterative merging to expand the search space, and evolutionary pruning to find the optimal solution.

An experimental study was carried out to compare EASGP and the previous versions of the Self-Generating Prototypes (SGP). The main conclusions reached were:

1) EASGP outperformed all previous versions of SGP in classification accuracy on imbalanced datasets.
2) EASGP outperformed all previous versions of the SGP in reduction rate on imbalanced datasets.
3) Differently than previous versions of SGP, EASGP can be adjusted to give preference to the classification or reduction with the α parameter.

The use of an iterative merging and evolutionary pruning achieved excellent results. Future works include the use of these algorithms with other PG techniques.
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