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This paper proposes two feature extraction technique s that minimizes the effects of distortions generated 
by variations in illumination, rotation and, head pose in automatic face recognition systems. The pro- 
posed techniques are Modular Image Principal Component Analysis (MIMPCA) and weighted Modular 
Image Princ ipal Component Analysis (wMIMPCA). Both techniques are based on PCA and they use the 
modular image decompo sition to minimize local variation. Also, the covariance matrix is calculated 
directly from the original image matrix. This strategy generates a smaller matrix compared with tradi- 
tional PCA and reduces the computational effort. wMIMPCA assumes that parts of the face are more dis- 
criminatory than others, so a Genetic Algorithm is used to obtain weights for each region in the face 
image. The proposed techniques are compared with Modular PCA and two-dimensional PCA using three 
well-known databases, showing better results.

� 2013 Elsevier Ltd. All rights reserved.
1. Introduction 

Automatic face classification systems aim to identify or verify 
the people in a given image. A general framewor k for face classifi-
cation system is composed of the following phases: detection,
feature extraction and recognition or verification. After the acqui- 
sition, the exact position of human faces in the scene is defined
in the face detection phase. The output of the face detection is a
set of matrices, in which each matrix contains a detected face 
image. The objective of the feature extractio n phase is to find a
new representat ion for each face image that: (i) has a smaller 
dimension than the original representation and (ii) improves or,
at least, maintain s the discrimin atory informat ion of the original 
representat ion. The last phase compare s the input faces against 
the face models previously stored in a database of known faces.
Recognition systems identify a person from a list of users. In
contrast, verification systems confirm a person’s claimed identity.
Therefore, recognition is more difficult because it requires 1:N 
matching, while verification requires only 1:1 matching.

Face classification systems have shown interesting results when 
the image acquisition environments are controlled. This means 
that the environment has uniform illumination and the faces are 
captured in frontal view having small variation in rotation and 
some occlusion . In contrast, in uncontrolled conditions, the preci- 
sion of the face classification system is drastically affected.
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Among many possible alternatives to extract features from the 
face images, Principal Component Analysis (PCA) has been widely 
used (Barreto et al., 2012; Fan and Verma, 2009; Franco and Nanni,
2009; Gumus et al., 2010; Turk and Pentland, 1991; Yang, 2002;
Zhao et al., 2003 ). However, PCA has a high sensitivit y to illumina- 
tion changes in the original spatial domain (Xudong and Kin-Man,
2006). Moreover, due to the holistic nature of PCA, the quality of
the features is affected by different facial expression, occlusion 
and head poses. Some PCA-based methods have been proposed 
to improve face recogniti on rates either by minimizing variation 
in the acquired image or by increasing the representat iveness of
the data using local information. The Modular Principal Compo- 
nent Analysis (MPCA) (Gottmukkal and Asari, 2004 ) approach di- 
vides each face image into smaller regions of the same size and 
uses classical PCA in each region. This procedure obtains a relevant 
set of local features. Thus, if only part of the face is affected by
changes in illumination , these regions have a restricted contribu- 
tion in the final feature vector.

The two-dimensional PCA approach (2DPCA or IMPCA)
(Yang et al., 2004 ) extracts features from the matrix of the image.
Therefore, it is not required to transform each image into a one- 
dimensio nal vector as performed by the classical PCA approaches.
The main idea of the 2DPCA is to construct an image covariance ma- 
trix directly using the original image matrices (Pereira et al., 2009;
Pereira et al., 2011 ). This matrix has a much smaller size when com- 
pared with the classical PCA so, its calculation is significantly reduce,
avoiding the singulari ty problem (Wang et al., 2006 ).

This work proposes two approaches to improve the face recog- 
nition rates in conditions where facial expression, local illumina- 
tion and head pose vary. The proposed approach es are Modular 
Image Principal Component Analysis (MIMPCA) and weighted 
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Modular Image Principal Component Analysis (wMIMPCA) that 
combines interesting characteri stics of both MPCA and 2DPCA.
Modular image decomposition is used to minimize local variation 
and the image covariance matrix is calculated directly from the 
matrix, improvin g the representat iveness of the data. Distinct face 
regions can contribute differently to the final classification. In or- 
der to deal with this problem, wMIMPCA associates a weight to
each face region. Therefore, higher importance is given to regions 
according to their discriminati ve power. This set of weights is
found by an optimization process that is impleme nted using a Ge- 
netic Algorithm.

This work is organized as follows. Section 2 describes the pro- 
posed approach es: MIMPCA and wMIMPCA. The experime ntal 
methodology and the results are analyzed and discussed in Section 
3. Section 4 presents the conclusions .
Fig. 1. The MIMPCA training procedure. Given a training dataset I, the outputs are:
the average sub-image ð�XÞ, the transformation matrix (P) and the sub-images after 
the projection to the new space (Ziab

).
2. Proposed approaches 

Principal Component Analysis is not very efficient when local 
features vary considerably , since it extract global informat ion. In
this context, a feature vector that represents one image in a scene 
poorly illuminat ed differs greatly from a feature vector of a face 
image captured from an environm ent with controlled illumination.
Consequentl y, the accuracy rate of the classification algorithm is
significantly affected by these changes. We proposed two tech- 
niques to deal with this problem: Modular Image Principal Compo- 
nent Analysis (MIMPCA) and weighted MIMPCA (wMIMPCA).

2.1. Modular Image Principal Componen t Analysis (MIMPCA)

A training set with n images is defined as I and It
i 2 I denotes an

image of size k � l represented by a matrix of the same size, where 
i = 1, . . . ,n and t represents its class. All images in the training set 
that have class equal to q is represented by Cq ¼ Iq

i , i.e.,
C1 ¼ fI1

1; I
1
2; . . . ; I1

n1
g;C2 ¼ fI2

1; I
2
2; . . . ; I2

n2
g and so on.

Figs. 1 and 2 show the training and test steps of the MIMPCA 
method, respectively . In the proposed method, each image is di- 
vided into a sections horizontally and b sections vertically. The ori- 
ginal image is divided into m sub-images where m = a � b and the 
size of each sub-image is equal to (k � l)/m pixels. These sub- 
images is represented as:

Iia0b0
ðx; yÞ ¼ Ii

k
a
ða0 � 1Þ þ x;

l
b
ðb0 � 1Þ þ y

� �
ð1Þ

where a0 varies from 1 to a and b0 varies from 1 to b:I ia0b0
represen ts

the sub-images of coordinat es a0,b0 of the ith image in the training 
set.

An average image is obtained for all sub-images. The average 
image is calculated as:

�X ¼ 1
c

Xc

q¼1

�Xq ð2Þ

where c is the number of classes and �Xq corresponds to the averag e
image of the qth class and is compute d as:

�Xq ¼
1

ðjCqj � a � bÞ
XjCq j

i¼1

Xa

a0¼1

Xb

b0¼1

Iq
ia0b0

ð3Þ

The next step is to normaliz e all sub-im ages by subtracting them 
from the global mean 

Y iab
¼ Iia0b0

� �X ð4Þ

where Y iab
represe nts the normalized region matrix with a,b coor-

dinates of the ith image in the training set.
Based on the sub-images matrices, the covariance matrix is cal- 
culated as defined in Eq. (5).

S ¼ 1
c

Xc

q¼1

Sq ð5Þ

where Sq correspon ds to the covariance matrix of the qth class in
the dataset . This matrix is compute d as:

Sq ¼
1

ðjCqj � a � bÞ
XjCq j

i¼1

Xa

a0¼1

Xb

b0¼1

Y iab
� Y T

iab
ð6Þ

The first v eigenvector s, e1,e2, . . . ,ev, associated with the largest 
eigenv alues, obtained from the covariance matrix S, are used for 



Fig. 4. wMIMPCA optimization procedure to search for the best weights per image 

Fig. 3. Weights associated to each of the nine image face regions.

Fig. 2. The MIMPCA test procedure.
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classification purposes. The images in the new space are compute d
multiplyi ng these eigenv ectors by the normaliz ed images (Y iab

).
The result is an l � v matrix (Ziab

) for each sub-image of the original 
image. In this way, the final projectio n matrix (P ¼ ½eT

1eT
2eT

3 . . . eT
v �) is

constructed using each eigenv ector ev as a column. Therefore, each 
projecte d sub-image can be compute d as a simple matrix multipli- 
cation as define in Eq. (7).

Ziab
¼ P � Y iab

ð7Þ

To evaluate a query image Iquery, the following information of the 
training process (Fig. 1) are required: (i) the average sub-image 
(�X); (ii) the transform ation matrix (P), and; the sub-images of the 
training dataset after the projection to the new space (Ziab

).
Fig. 2 shows the MIMPCA procedure to evaluate a query image.

The first three steps are similar to the ones of the training process 
(Fig. 1), they are: (i) the image is divided into sub-images, (ii) the 
sub-images are normalized and (iii) the sub-image are projected 
to the new space as shown in Eq. (8).

Zqueryab
¼ P � ðIqueryab

� �XÞ ð8Þ

After the projectio n of the query image, a Nearest Neighbor- based 
classifier is used. Given that each query image is divided into m
sub-images, and each sub-image is a matrix with l � v coefficients,
the distance betwee n a refere nce image Ir and a query image Iquery is
defined in Eq. (9).

dðIquery; IrÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXl

i¼1

Xv

j¼1

Mij

vuut ð9Þ

M ¼
Xa

a0¼1

Xb

b0¼1

ðZra0b0
� Zquerya0b0

Þ2 ð10Þ
This distance is computed for the query image against all pattern s
in the training set. The class of the query image is assigned as the 
same class of the reference image that is closer to it.
2.2. Weighted Modular Image Principal Component Analysis 
(wMIMPCA)

In the MIMPCA method, the feature extraction process uses only 
one mean and one covariance matrix to combine local and global 
face information . However , it does not consider that some areas 
of the face can provide more information than others. In this 
way, useful informat ion present in different face regions may be
minimize d and this degrades the final performanc e of the system.

The Weighted Modular Image Principal Component Analysis 
(wMIMPCA) defines a set of weights in order to consider different 
contributi ons given by each face region in the final classification.
The defined set of weights are used to increase or decrease the con- 
tribution of each face sub-image. Fig. 3 shows a possible set of
weights for three different face database when each face is parti- 
tioned in nine regions.

The wMIMPCA training procedure can be divided into two 
parts: the first one is the training procedure performed by MIMPCA 
(Fig. 1), and the second one is an optimization procedure that 
searches for the best weights per image region. The optimization 
procedure is performed by a Genetic Algorithm (Fig. 4) and it is de- 
scribed in the next subsectio n.
2.2.1. Searching for the best weights using a genetic optimizat ion 
A genetic optimization is used to obtain the best weights per 

image region (Fig. 4). The first step is to create a vector of weights 
region. w is a vector of weights 



Fig. 5. Accuracy rates of the modular approaches using different image partition sizes (Vertical � Horizontal).
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Fig. 6. Accuracy rates of different techniques when the number of principal components vary.

Table 1
Best recognition rates: accuracy rates (partition).

Face databases 

Sheffield ORL Yale 

MPCA (Gottmukkal & Asari,
2004)

96.40 
(3 � 3)

92.45 
(2 � 3)

85.22 
(1 � 3)

IMPCA (Yang et al., 2004 ) 92.40 (�) 90.60 (�) 84.67 (�)
MIMPCA 96.70 

(2 � 2)
94.33 
(3 � 2)

95.22 
(1 � 3)

wMIMPCA 98.10 
(3 � 3)

96.31(3 � 3) 97.90 
(3 � 3)

G.D.C. Cavalcanti et al. / Expert Systems with Applications 40 (2013) 4971–4977 4975
w that has the same size of the number of image regions 
(m = a � b). Each instantiatio n of this vector is refereed to as chro- 
mosome or individual of the genetic optimization and each weight 
wi is defined as a real number between 0 and 1.

A random uniform distribut ion is used to create the initial gen- 
eration of individuals. After, the individuals are evaluated by the 
fitness function. The adopted fitness function is the accuracy rate 
of the Nearest Neighbor classifier (Eq. (13)) calculated using 
fivefold cross-validati on over the training dataset. It is expected 
that individuals with higher values for the fitness function have a
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greater chance of survival than weaker ones. Thus, the selection 
process aims to choose the individuals from one generation to cre- 
ate the basis of the next generation. The selection function used is
the Roulette. The next step is to cross over the selected individua ls
to produce the offspring and the technique used is the Two-points 
crossover. If the end condition is satisfied, the best solution in the 
current population (w) is obtained.

2.2.2. Classification
The test procedure of the wMIMPCA method is similar to the 

one of MIMPCA (Fig. 2). The difference is that the distance is pon- 
dered by the weights calculated using the optimization procedure 
shown in Fig. 4. Thus, the distance between a reference image (Ir)
and a test image (Iquery) is given by:

dðIquery; IrÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXl

i¼1

Xv

j¼1

Mij

vuut ð11Þ

M ¼
Xa

a0¼1

Xb

b0¼1

wa0b0 � ðZra0b0
� Zquerya0b0

Þ2 ð12Þ

where wa0b0 is the weight associated to each image region.
The final classification is defined as:

t ¼ arg min 
Ir2It

i

ðdðIquery; IrÞÞ ð13Þ

where t represe nts the class of the nearest neighbor of the test im- 
age Iquery.

3. Experiments 

The experiments were conducted using three well-known face 
databases (Yale, ORL and Sheffield) and the feature extraction tech- 
niques (IMPCA, MPCA, MIMPCA and wMIMPCA) were evaluated 
using the same conditions. The Yale database was used to test 
the performance of the proposed methods with different facial 
expressions and variation in illumination. The Sheffield (previously
UMIST) face database was used to evaluate the performanc e of the 
methods on images with changes in face poses, from profile to
frontal view. The face images in the ORL database have small 
changes in pose and in size.

In order to find the best set of weights required by the wMIMP- 
CA technique, a Genetic Algorithm was used with the following 
initial parameters: (i) Initializati on: Random uniform; (ii) Popula- 
tion size: 15; (iii) Number of generations: 30; (iv) Crossover:
Two points using factor 0.7; and, (v) Selection function: Roulette.
The performance of the methods was evaluated by stratified
ten-fold cross-validation.

3.1. Results 

The first experiment shows the behavior of the modular ap- 
proaches (MPCA, MIMPCA and wMIMPCA) in the three databases 
when the image partition size changes (Fig. 5). The MPCA obtained 
the worse results while the proposed approaches obtained the best 
accuracy rates, especiall y the wMIMPCA. Independ ent of the data- 
base used, the partition size 3 � 3 presented the best performance.
Thus for the next experime nts this configuration was used as the 
partition paramete r. In contrast, partition sizes 2 � 1 and 3 � 1
generated higher error rates for MPCA and MIMPCA, while the per- 
formance of the wMIMPCA was more stable.

Fig. 6 shows the accuracy rates of the feature extraction tech- 
niques varying the number of principal components . In all the 
experiments , MIMPCA and wMIMPCA presented a very stable 
behavior. This stability was not observed in MPCA neither in
IMPCA. The difference in the accuracy rate between the proposed 
techniqu es and MPCA and IMPCA was more evident in the Yale face 
database (Fig. 6(a)). This database has facial images captured under 
different illumination condition s that generally affects only some 
regions of the faces. wMIMPCA obtained better results than MIM- 
PCA because in the wMIMPCA technique, these unaffected regions 
are emphasized while the affected ones are de-emphas ized in or- 
der to improve the final classification.

Experime nts using the ORL face database (Fig. 6(b)) show that 
the improvem ent provided by the proposed techniques is more 
expressive at low dimensional ity. Fig. 6(c) shows the results of
the experiment using the Sheffield face database that explores dif- 
ferent head pose angles. On the average, the accuracy rate of the 
wMIMPCA was one percentile point better than the MIMPCA 
techniqu e.

Table 1 shows the best accuracy rates obtained by each of the 
evaluated techniqu es. The size of the partitions is shown in paren- 
thesis. For the evaluated databases, the wMIMPCA obtained the 
best accuracy rates when compared with MPCA, IMPCA and 
MIMPCA .

An analysis of the computational time to process each feature 
extractio n algorithm reveals that MPCA is three times slower than 
wMIMPCA . If we adopt that wMIMPCA requires s seconds to per- 
form the feature extraction procedure of one face, on the average,
the IMPCA takes 1.5 s and the MIMPCA takes 0.84 s to perform the 
same task.
4. Conclusion 

We have proposed two feature extraction techniques: Modular 
IMage PCA (MIMPCA) and weighted Modular IMage PCA (wMIMP-
CA). The proposed techniqu es use the modular two-dimensi onal 
approach for feature extractio n. This procedure takes advantage 
of the face regions that are not affected by local variations, such 
as illumination , facial expression and head pose. The wMIMPCA 
computes one weight per face region. These weights are calculated 
using a Genetic Algorithm and its cost function aims to minimize 
the relevance of regions that present local variations. Another 
advantag e of the modular two-dimensional approach is the re- 
duced size of the image representation and the subsequent de- 
crease in the computational cost.

The experimental results show that wMIMPCA obtains better 
recogniti on rates when compared with MIMPCA , MPCA and IMPCA.
Therefore, wMIMPCA is an alternative to improve the recognition 
rate and to reduce the response time of face recognition systems.
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