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In this paper, we propose a filtering method for feature selection called ALOFT (At Least One FeaTure). The
proposed method focuses on specific characteristics of text categorization domain. Also, it ensures that
every document in the training set is represented by at least one feature and the number of selected fea-
tures is determined in a data-driven way. We compare the effectiveness of the proposed method with the
Variable Ranking method using three text categorization benchmarks (Reuters-21578, 20 Newsgroup and

WebKB), two different classifiers (k-Nearest Neighbor and Naive Bayes) and five feature evaluation func-
tions. The experiments show that ALOFT obtains equivalent or better results than the classical Variable

Ranking.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Due to the growth of digital information, which are plenty avail-
able in the Internet, efficient methods to obtain relevant informa-
tion are necessary. Automatic text categorization are applied to in
an attempt to solve this problem. Text categorization aims to auto-
matically assign predefined labels on previously unseen docu-
ments according to its content. This task is naturally treated as a
supervised learning problem and several algorithms from Machine
Learning (ML) approaches have been used in the past years, such
as: decision trees (Apte, Damerau, & Weiss, 1998; Lewis & Rin-
guette, 1994), neural networks (De Souza et al., 2009; Wiener,
Pedersen, & Weigend, 1995), k-Nearest Neighbor (KNN) (Lam &
Ho, 1998; Tan, 2006), support vector machines (Godbole, Sarawagi,
& Chakrabarti, 2002; Lee & Kageura, 2007), Naive Bayes (Lewis,
1998; McCallum & Nigam, 1998).

When using ML algorithms as text categorization classifiers,
documents are represented as a vector of features. A widely used
approach for document content representation is the “Bag of
Words” (Sebastiani, 2002), in which each word or term that ap-
pears in the documents is represented as a feature. Thus, it is com-
mon to have tens of thousands of features in a medium-sized
corpus. Most of these features are irrelevant, leading to a poor per-
formance of the classifier. Therefore, dimensionality reduction is
an essential step, without it the accuracy of the text classifier is
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compromised, since many ML algorithms cannot handle a high
number of features in a reasonable time.

One of major difficulties of text categorization is to perform
dimensionality reduction of the feature space. This reduction aims
to obtain a significant set of features that allow both document
grouping in categories and categories discrimination. This process
must be done most automatically as possible in a data-driven way,
without needing human ad hoc parameters settings. There are
many methods to perform dimensionality reduction. A distinction
may be drawn in terms of the nature of the resulting terms: term
selection methods or term extraction methods (Sebastiani, 2002).

The feature extraction methods obtain a small set of new fea-
tures generated by combinations or transformations of the original
ones. Latent Semantic Indexing (LSI), Principal Component Analysis
(PCA) and Semantic Mapping (SM) are examples of extraction
methods. These methods are based on the estimation of principal
components (LSI and PCA) or term clustering (SM). A more detailed
description about feature extraction methods can be found in
(Correa & Ludermir, 2006).

The feature selection methods select a subset of the original set
of features using a global ranking metric (Chi-Squared and Infor-
mation Gain, for example) or a function of the classifier perfor-
mance that use a selected feature set. Thus, there are two basic
approaches to perform feature selection: filter or wrapper.

The basic idea of the wrapper methods (Kohavi & John, 1997) is
to generate many different subsets of the feature — based on a
defined rule or by random choice - and test each one using a clas-
sifier. The number of subsets generated can be predefined by the
user, using an automatic rule that observes the behavior of the
accuracy rate or by other parameters that differs from method to
method. Wrapper methods can select appropriate subsets of
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features, however the computational cost is very high, which
renders these methods unfeasible for text classification problems.

On the other hand, filtering methods (Almuallim & Dietterich,
1991; Kira & Rendell, 1992; Yu & Liu, 2003) are faster than wrapper
methods since these approaches select a set of features without
repeatedly testing them with a classifier. Generally, Filtering meth-
ods select a subset of the features based on the Variable Ranking
algorithm (VR) with a specific Feature Evaluation Function (FEF)
to globally rank the features. The total number of features selected
are defined as parameter by the user. After the feature selection, a
classifier is applied using the chosen features.

The high dimensionality of the feature space for text categoriza-
tion tasks must be taken into consideration when the decision is to
use wrappers. It is well-known that wrappers are time consuming.
Hence, the most frequent used approach for feature selection is fil-
tering methods.

We present a feature selection algorithm for text categorization.
The proposed algorithm is a filtering method that ensures the con-
tribution of each document to the selection of the final feature set
and the selected features covers all documents in the training set,
because at least one feature per document is selected. Since many
documents of the same category should select the same features,
the size of the final feature set is small when compared with state
of the art methods. The proposed method is called ALOFT (At Least
One FeaTure).

The proposed algorithm is compared with the Variable Ranking
algorithm and evaluated using Naive Bayes and k-Nearest Neigh-
bor classifiers. Three text categorization datasets with five different
Feature Evaluation Functions (FEF) as parameter were used in the
experiments. The rest of the paper is organized as follows. Section
2 describes the classical approach used in feature selection by fil-
tering methods, it includes a description of Variable Ranking algo-
rithm and several Feature Evaluation Functions. Section 3 presents
the proposed method in details. Section 4 describes the methodol-
ogy of the experiments, the text categorization benchmarks, the
applied ML classifiers, and the metrics and methods to measure
the text categorization effectiveness. Section 5 reports the experi-
mental results and analysis. Finally, Section 6 presents the
conclusion.

2. Feature selection for text categorization

Even though feature selection algorithms are divided in filter
and wrapper methods, we centered the efforts here in the filter-
ing approach. The reason for this choice lies in the scalability of
this methods which is a required characteristic when dealing
with problems that deals with many features as in text catego-
rization. The filtering approach consists in ranking each feature
based on a Feature Evaluation Function (FEF) and selecting the
n features that have the highest scores (Forman, 2003; Yang &
Pedersen, 1997). Each feature is evaluated by the chosen FEF,
the output of this function represents the degree of significance
which describes and discriminates the categories. The input
parameter n is given by the user or determined experimentally
by trial and error.

The feature selection task can be divided into C binary problems
(Mladenic & Grobelnik, 1999), in which C is the number of classes.
In this case, a different set of features is used for each binary prob-
lem. Thus, C classifiers must be trained. In this paper, the feature
selection task is treated as a multiclass problem (Chen, Huang,
Tian, & Qu, 2009), in which the whole set of feature is used but only
one classifier is required.

Section 2.1 shows a classical algorithm used to select features
for text categorization and, in Section 2.2, five applied FEFs are
described.
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2.1. Classical approach

Algorithm 1: Variable ranking

Require: Integer n >0

1: Load training set D,

2: for h=1 to V do {Calculate FEF for each term}

3:  Sp=FEF (W/—,)

4: end for

5: for i=1 to n do {Select n features with the highest FEF}
6: SN=S

7:  bestscore =0.0

8: forh=1toVdo

9: if SN}, > bestscore then

10: bestscore = SNy,
11: bestfeature = h
12: end if
13: end for

14: SNbestfeatz.lre =0

15:  FS; = bestfeature

16: end for

17: Dy, an empty dataset

18: for all d € D;; do

19: Insert document d’ in Dy,
20: forh=1tondo

21: d/h = d}:sh

22: end for

23: end for

Algorithm 1 shows the pseudo-code for the classical approach
called Variable Ranking (VR) (Guyon & Elisseeff, 2003). The algo-
rithm is divided in three parts: FEF calculation (lines 2-4); selec-
tion of the n best ranked features based on the FEF values (lines
5-16); and, construction of the new training set using the selected
features (lines 17-23).

The classical approach presents some disadvantages. The first
one is the effort required to find the best value for n. Since it is nec-
essary several tests using different values of n in order to obtain the
optimal number. The second problem occurs when the final set of
features is small. The classical approach is based only on the global
values of FEF. Thus, the chosen features may be too generic and ap-
pear in more than one category. It is expected that when the same
feature is shared by many categories, the discrimination power of
this feature is decreased. Moreover, the feature set selected by the
classical approach may not cover the entire training set. In other
words, empty vectors can be produced by the selection procedure
and these vectors are misclassified.

2.2. Feature selection functions

Several FEFs have been proposed over the years and compara-
tive studies are described in the literature (Forman, 2003; Mlade-
nic & Grobelnik, 1999; Rogati & Yang, 2002; Yang & Pedersen,
1997). In this section, five FEFs are described and applied in the
multiclass problem.

The following nomenclature is adopted: w is the evaluated fea-
ture (word or term), P(w|c;) is the probability of the word w to occur
in class ¢;, P(w|G;) is the probability that the word w does not occur
in class ¢, P(w|c;) is the probability that every word but w occurs in
class c;, P(w|c;) is the probability that every word but w does not oc-
cur in class ¢; and P(c;) is the probability of the class ¢; in general.

Proposed by Forman (2003), the Bi-Normal Separation (BNS)
measures the separation between two thresholds calculated using
the Normal distribution inverse cumulative probability function
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(z-score). To avoid the undefined value F~'(0), zero is substituted
by 0.0005.

C

=Y IF'(PWlg)) — F ' (P(w|c))] (1)

j=1

BNS(w)

Class Discriminating Measure (CDM) is a derivation of Odds Ra-
tio introduced by Chen et al. (2009) and is defined as:

C

CDM(w Z

=1

P(wlg;)
P(w|G))

(2)

The well-known Chi-Squared (CHI) measures how independent
w is from each class (Debole & Sebastiani, 2003). CHI presented
good performance as demonstrated by Rogati and Yang (2002).
<. [PW)P(W|G) — P(wlg)P(WlG)]”
CHI J J ] ]
; P(w)P(w)P(c;)P(c;)

Combined with CHI, Information Gain (IG) was reported as one
of the best FEFs for multiclass problems (Yang & Pedersen, 1997).

(3)

(W|CJ P(wic))

P(c) P(¢))

Since, we are considering text categorization a multiclass prob-
lem, Multiclass Odds Ratio (MOR) (Chen et al., 2009) is used in-
stead of the original binary version of Odds Ratio.

C
IG(w) =) "P(wlc;) log + ZP wlc;) log 4)
=

C

MOR(w Z

j=1

P(W\fj))’

“P(WlG) ®)

logP

These FEFs are used as parameter to Variable Ranking and to the
proposed feature selection methods in the text categorization
experiments.

3. Proposed method

To deal with the problems described in Section 2.1, we intro-
duce a feature selection method called ALOFT (At Least One Fea-
Ture). ALOFT is a heuristic method that selects features for text
categorization based on the Bag of Words approach for document
content representation. The central idea of this method is to search
for a set of features that ensures full coverage of the documents in
the training set, i.e., at least one feature per document must be part
of the final feature set. Moreover, ALOFT must automatically find
the optimal number of features. Based on this strategy, the pro-
posed method guarantees the following points:

e Each document is represented in the feature vector by at least
one valued feature (a valued feature is a feature that has non-
zero weight and is positive). Thus, all documents in the training
set should contribute to the final feature set.

e The algorithm automatically finds the optimal number of fea-
tures in a data-driven way without a preliminary optimization
that searches for the best number of features.

e For a given training set, the algorithm finds at most d features

(upper bound), where d is the number of documents.

Given any FEF, the algorithm finds the lowest number of fea-

tures that covers all documents in the training set.

e When compared with the classical approach, ALOFT does not
require parameter optimization or preliminary tests to find
the optimal input parameters. Only the FEF function must be
chosen.

e The algorithm is fast and deterministic. Thus, it provides a
single solution for FEF and training set.
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Algorithm 2: ALOFT

: Load training set Dy,

: for h =1 to V do {Calculate FEF for each term}

Sy = FEF (wy,)

: end for

m=0

: Set FS an empty vector

: for all d; € Dy, do {Select, for each document, the valued
feature with the highest FEF}

8: bestscore = 0.0

9: forh=1toVdo

NG W N =

10: if wy; > 0 and Sy, > bestscore then
11: bestscore = Sy,

12: bestfeature = h

13: end if

14: end for

15: if bestfeature ¢ FS then

16: m=m+1

17: FS,, = bestfeature

18: end if

19: end for

20: Set Dy, an empty dataset
21: for all d € Dy do

22: Insert document d’ in Dy,
23: for h=1tomdo

24: d; ::dFﬁm
25: end for
26: end for

Algorithm 2 shows the pseudo-code of the proposed feature
selection method. A description of the algorithm is given as
follows:

e Line 1: A training set D, is loaded. The set is composed of
d e NV documents, V is the size of the vocabulary (number of
features);

e Lines 2-4: For each feature wy, the FEFs values are calculated
and stored in Sy. Thus, S, represents the importance of the hth
feature and S € RY;
Lines 5-19: The new set of features FS is computed. The hth fea-
ture is inserted in FS if it is the highest S, value among all fea-
tures. However, if this feature is already in FS, it is ignored
and the algorithm continues to the next document. At the end
of this phase, FS should be a vector with m values, and these val-
ues represent the index of the selected features;

Lines 20-26: The new training set D,, is constructed. It is com-

posed of d € N™ documents, having m representing the number

of selected features. The test set can be generated using the
same procedure.

3.1. A toy example

In order to illustrate how the proposed method works, a hypo-
thetical training set (Table 1) composed of 13 documents repre-
sented by 9 boolean features (presence or absence of the word)
was constructed. We define S to represent the importance of each
feature as in Algorithm 2. However, for simplicity, S is defined as a
vector of integer values.

The first step of the proposed method (ALOFT) is to calculate the
values of the S vector; any FEF can be used. For this example, the
values in the table are all hypothetical.

The second step is to select the best features. For each
document, the best valued feature is selected based on the S vector.
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Table 1

A toy example. The first column (D) represents an index to identify each document,
the last column (C) represents the category of the document and the columns
between (w;) are the features. Each line represents one document, except the last one,
which represents the S vector.

D wq Wy w3 Wy ws We wy wg Wg C
1 0 1 0 0 0 0 1 0 0 A
2 0 0 0 1 1 0 0 1 0 A
3 1 0 0 1 0 0 0 1 1 A
4 0 1 0 0 0 0 0 0 0 A
5 0 0 0 0 0 0 1 1 0 A
6 0 0 0 0 0 1 0 0 0 B
7 0 0 0 1 0 1 0 0 1 B
8 1 0 1 1 1 0 0 0 1 B
9 0 0 0 0 0 1 0 0 0 B

10 0 0 0 0 0 1 1 0 0 B

11 1 0 1 1 1 0 1 0 0 B

12 0 0 0 1 1 0 0 0 1 B

13 1 0 0 1 0 1 0 0 0 B

S 11 7 4 15 10 8 2 5 13 -

Analyzing the first document (D1), we notice two valued features:
w, and w;. The weight w, is select because S, =7 is greater than
S; =2, so the index of this word is inserted in the vector FS={2}.
For Document two, wy is selected then FS ={2,4}. For Document
three, w, is selected again, however that index is already in FS. In
this case, nothing is done and the procedure continues. For Docu-
ment four, the same happens, but now with w,. For Document five,
wg is selected and FS ={2,4,8}. For Document six, wg is selected,
then FS = {2,4,8,6}. From Document 7 to Document 13, no feature
is added to FS.

The classical approach selects n features with the highest S.
Since ALOFT found 4 features, we use n =4 for a fair comparison.
Thus, the classical approach selects wy,wg,w; and ws, obtaining
FS={4,9,1,5}.

Table 2 shows the final feature vectors for the classical and the
proposed approaches. For this example, the classical approach pre-
sents some problems. For example: six documents (D1, D4, D5, D6,
D9 and D10) have no valued feature. Moreover, the selected fea-
tures are too general, in other words, they can not be used to dis-
tinguish one category from another since all features appear in
both categories. Some documents have very similar feature vectors
even though they belong to different classes, such as: D3 (category
A) and D8 (category B) differ only in the last feature ws. Another
example is found analyzing documents D2, D11 and D12.

However, ALOFT does not present these problems. All docu-
ments have at least one valued feature and some features are
present only in a specific category, for example: w, and wg are

Table 2
The selected features for the classical and the proposed approaches using the training
set showed in Table 1.

D Classical approach Proposed method C
Wy Wy wy ws wy Wy wg We
1 0 0 0 0 1 0 0 0 A
2 1 0 0 1 0 1 1 0 A
3 1 1 1 0 0 1 1 1] A
4 0] 0 0 0 1 0 0 0 A
5 0 0 0 0 0 0 1 0 A
6 0 0 0 0 0 0 0 1 B
7 1 1 0 0 0 1 0 1 B
8 1 1 1 1 0 1 0 0 B
9 0 0 0 0 0 0 0 1 B
10 0 0 0 0 0 0 0 1 B
11 1 0 1 1 0 1 0 0 B
12 1 1 0 1 0 1 0 0 B
13 1 0 1 0 0 1 0 1 B
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present only in category A; and, wg is present only in category B.
This is a clear advantage when the objective is classification.

4. Experimental settings

We experimentally compare ALOFT with state-of-the-art
feature selection methods, which is a result from the combination
of Variable Ranking (VR) with five traditional FEFs as presented in
Section 2.2. To obtain a fair comparison, the number of features
used by the Classical Approach should be the same found by ALOFT
when they use the same FEF. In Subsection 4.1 the adopted classi-
fiers are introduced, the data sets are described in Subsection 4.2
and a description of the evaluation methodology is given in
Subsection 4.3.

4.1. Classifiers

k-Nearest Neighbor and Naive Bayes are the classifiers used in
this experiment. Besides their simplicity, they are interesting clas-
sifiers to evaluate the performance of feature selection methods
because both are strongly influenced by the selected features. They
are described in the following sections.

4.1.1. k-Nearest Neighbor
To classify an unknown document d;, the kNN classifier deter-
mines its class label as:

label(d;) = argmax Y 8(dy, ) (6)
G dyekNN(d))

where 6(d,c;) is a binary function used for the classification of the
document d; with respect to the class ¢;, and is defined as:

1, deCj

0ec)={ o 4 e

()
and kNN(d;) is a classifier that returns the k-Nearest Neighbors of
document d;. Different measure can be used to find the neighbors,
particularly for text categorization, the cosine distance is commonly
used instead of Euclidean distance because it is usual that the data
presents lots of features with zero weight. The cosine distance is
defined as:

ZLXM

VX Sy

where V denotes the size of feature vector from documents x and y.

cosine(x,y) =

(8)

4.1.2. Naive Bayes

There are two different models of Naive Bayes classifiers for text
categorization: Multi-Variate Bernoulli Event Model and Multino-
mial Event Model (McCallum & Nigam, 1998). In this paper, we
choose the second model because it shows a better performance
for text categorization.

To classify an unknown document d;, the Naive Bayes deter-
mines the class label as:

label(d;) = arg max{P(c; d;)} 9)

using the Bayes rule:
P(di|c;)P(c;)
P(d;)
P(d;) is equal for all classes, so, this term can removed from the
equation, simplifying the decision rule:
label(d;) = arg nqcax{P(di|cj)P(cj)} (11)
)

P(gldy) = (10)
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The probability P(c;) can be calculated dividing the number of doc-
uments in class ¢; by the number of documents in all corpus. The
probability P(d;|c;) is computed as:

L P(wi|c))"™
Pldie) = Pl [ (12)
k=1 1k

where |d;| is the sum of all the weights in document d;,V is the size of
the feature vector and ny is the number of appearance of word wy in
document d;. The probability P(wy|c;) is estimated using equation:

1+chk
V-‘rNj

P(wl¢j) = (13)
where chk is the number of word w; in class ¢; and N; is the number
of words in class c;.

4.2. Data collection

Three datasets with different characteristics were employed to
analyze the behavior of the proposed method using different types
of data:

e The Reuters-21578 Collection' contains documents collected
from the Reuters newswire in 1987. It is a standard text classifi-
cation benchmark and contains 135 categories in the original ver-
sion. We adopted a subset of the top ten categories having 9980
documents. This configuration is also adopted by many previous
works (Chang, Chen, & Liau, 2008; Chen et al., 2009; Shang et al.,
2007). The feature vector contains 10,987 words;

The 20 Newsgroup corpus? contains 19,997 articles taken from

the Usenet newsgroup collection. All documents are used in the

experiments (Bekkerman, El-Yaniv, Tishby, & Winter, 2003;

Nigam, McCallum, Thrun, & Mitchell, 1998; Xue & Zhou, 2009).

The feature vector contains 46,834 words;

e The WebKB corpus? is a collection of 8282 web pages obtained
from four academic domains. The original data set has seven
categories, but only four of them are used: course, faculty, pro-
ject and student. This subset contains 4199 documents and was
introduced by Nigam et al. (1998). This reduced database is also
used by other researchers (Bekkerman et al., 2003; Xue & Zhou,
2009). The feature vector contains 21,324 words.

4.3. Evaluation methodology

We measure the effectiveness of the methods using the micro
averaged and macro averaged F1 (Sebastiani, 2002). The perfor-
mance of the F1 classifier for a category is a combination of preci-
sion and recall. When effectiveness is computed for several
categories, the results for individual categories must be averaged.
For the computation of the Micro averaged F1 (Micro-F1) the cate-
gories count is proportional to the number positive examples,
while in the macro averaged F1 all categories count are considered
the same. Micro averaged F1 (Macro-F1) is dominated by F1 for
common categories while macro averaged F1 is dominated by F1
for rare categories. Micro-F1 can be calculated as:

2 X Ruicro X Pricro
(Rmicro + Pmicru)

and the definitions of micro-Precision and micro-Recall are
respectively:

Micro — F1 = (14)

! Available at http://dit.unitn.it/~moschitt/corpora.htm.
2 Available at http://www.cs.cmu.edu/textlearning/.

12855
Z‘ClePj
Pricro = J (15)
micro (Z;‘:] TP] + ZJC:]FNJ)
C
. TP;
Rmicro = 2171 ! (16)

(Zj; TP, + Z].C:]FPj)

where C is the number of existing class, TP; is the number of
correctly classified documents for class ¢, FP; is the number of
incorrectly classified documents for class ¢; and FN; is the number
of incorrectly classified documents to other class else j.

Macro-F1 s defined similarly as Micro-F1:

2 X Rmacro X Pmacro

Macro — F1 = 17
(Racro + Praco) an
but using macro values for precision:
c
¢ P
Pmacm = ZJEl ! (18)
TP;
Pi=—___ (19)
! (TP; + FNj)
And recall:
c
C R
Rmacro = @ (20)
C
TP;
R=——2__. (21)
7 (TP; + FP))

where P; and R; are the values for a single class and j is the index of
that class.

We use the t-test of the combined variance to compare the
performance of the methods (Correa & Ludermir, 2006). The t-test
is applied on the average and the standard deviation of the micro
and macro F1 obtained by each method in the test set on a 10-fold
cross-validation experiment.

For the comparison of the methods performance using t-test,
the following convention for the P-value are used: “>" and “<”
mean that the P-value is lesser than or equal to 0.01, indicating a
strong evidence that a method results in a greater or minor value
for the effectiveness measure than another method, respectively;
“>" and “<” mean that the P-value is greater than 0.01 and lesser
or equal to 0.05, indicating a weak evidence that a method results
in a greater or minor value for the effectiveness measure than an-
other method; “~” means that the P-value is greater than 0.05
indicating that it does not have significant difference when
compared the performance of two different method.

5. Analysis of experiments
5.1. The effectiveness of the text categorization

Table 3 shows the results of the experiment applied on three
datasets for kNN and Naive Bayes using features selected by ALOFT
and VR with five FEFs as parameter. The maximum mean values of
Micro-F1 and Macro-F1 (without significant difference to the max-
imum value) obtained by ALOFT and VR in each dataset are
described in bold. The FEF that maximize the performance of both
ALOFT and VR for all the datasets is CHI. The FEF that minimize the
performance of ALOFT is IG and for VR is CDM. With the goal of
maximizing the effectiveness in text categorization and minimiz-
ing the number of chosen features, the best choice of the FEF is
CHI for ALOFT.

For each dataset, a different FEF maximize the mean of Micro-F1
and Macro-F1 for ALOFT, VR and both kNN and NB classifiers: CHI
for 20 Newsgroup, MOR for Reuters10, and BNS for WebKB. For
each dataset, the classifier that shows the best performance for
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Table 3
Performance of all the presented methods.
Dataset Classifier FEF m ALOFT VR
macro-F1 micro-F1 macro-F1 micro-F1
20 Newsgroup k-NN BNS 18 (1.00) 69.53 (4.79) 71.52 (4.22) 44.26 (1.24) 52.39(1.75)
CHI 32 (0.00) 93.41(0.90) 93.41(0.91) 93.41 (0.90) 93.41(0.91)
CDM 393 (8.10) 93.74 (0.94) 93.74 (0.92) 87.18(1.09) 87.61 (0.98)
IG 10 (1.73) 51.07 (1.95) 54.83 (1.84) 51.98 (4.72) 55.67(4.27)
MOR 129 (46.45) 91.00 (1.69) 91.03 (1.63) 88.35 (1.65) 88.47 (1.53)
NB BNS 18 (1.00) 66.05 (5.25) 68.63 (4.71) 43.01 (0.74) 53.46 (0.70)
CHI 32 (0.00) 91.88 (1.08) 92.01(1.02) 91.88 (1.08) 92.01(1.02)
CDM 393 (8.10) 91.78 (0.67) 91.90 (0.65) 84.15 (1.03) 84.93 (0.89)
IG 10 (1.73) 49.95 (1.84) 54.77 (1.63) 52.59 (2.82) 56.31 (2.37)
MOR 129 (46.45) 87.66 (1.98) 87.73 (1.89) 84.47 (1.39) 84.70 (1.20)
Reuters10 k-NN BNS 142 (3.74) 57.17 (4.00) 79.51(1.97) 52.84 (3.24) 75.91(2.04)
CHI 67 (2.89) 55.66(4.09) 78.97(2.35) 55.45(2.66) 76.28(2.19)
CDM 243 (7.42) 56.97 (3.95) 79.78(2.10) 53.91(4.83) 77.56(2.23)
IG 64 (3.37) 53.42 (3.40) 78.22 (2.00) 54.74(2.54) 77.27(1.35)
MOR 135 (5.26) 57.54(2.91) 80.35(2.07) 55.02(3.61) 77.70(2.83)
NB BNS 142 (3.74) 60.95(3.33) 80.29(1.49) 57.81(3.36) 77.03 (2.94)
CHI 67 (2.89) 59.62(5.41) 79.35(2.17) 61.56 (3.79) 77.58 (2.48)
CDM 243 (7.42) 60.91 (3.86) 81.11 (2.74) 54.01 (3.99) 77.99 (2.56)
IG 64 (3.37) 57.27 (3.67) 78.48 (2.18) 60.57 (3.60) 78.07 (2.50)
MOR 135 (5.26) 62.13(3.56) 80.47 (1.57) 61.40 (3.59) 78.25(2.56)
WebKB k-NN BNS 151 (11.22) 80.24 (2.70) 82.11 (2.80) 75.37 (5.15) 79.43 (3.63)
CHI 40 (3.21) 79.10 (6.29) 81.66(4.56) 75.22 (2.15) 79.26(2.76)
CDM 622 (13.66) 76.47 (3.99) 80.26(3.90) 55.85 (5.51) 63.86 (5.48)
IG 41 (3.65) 78.81 (3.84) 81.67(3.37) 74.52(3.29) 78.88(3.73)
MOR 202 (7.37) 78.95(3.71) 81.50(3.11) 73.38(4.12) 76.38 (3.23)
NB BNS 151 (11.22) 82.34 (5.62) 84.31(4.94) 76.47(4.77) 81.23(3.34)
CHI 40 (3.21) 79.09 (6.27) 82.28(4.18) 73.63(4.67) 78.78(3.47)
CDM 622 (13.66) 79.15 (3.14) 83.36(2.22) 60.40 (3.47) 71.12 (3.10)
IG 41 (3.65) 78.36 (6.26) 81.86(4.48) 74.61(3.17) 79.28 (2.83)
MOR 202 (7.37) 82.57(3.99) 84.55(3.42) 76.87(3.60) 80.64(3.24)
Table 4
ALOFT x VR: t-test results.
Dataset Classifier Measure Feature evaluation functions
BNS CHI CDM 1G MOR
20 Newsgroup kNN macro-F1 > ~ > ~ >
micro-F1 > ~ > ~ >
NB macro-F1 > ~ > < >
micro-F1 > ~ > ~ >
Reuters10 kNN macro-F1 > ~ ~ ~ ~
micro-F1 > > > ~ >
NB macro-F1 > ~ > < ~
micro-F1 > ~ > ~ >
WebKB kNN macro-F1 > > > > >
micro-F1 > ~ > ~ >
NB macro-F1 > > > ~ >
micro-F1 ~ > > ~ >

both ALOFT and VR are k-NN for 20 Newsgroup, NB for Reuters10
and NB for WebKB.

Table 4, which is derived form Table 3, shows the t-test results
when comparing the performance of ALOFT versus VR. ALOFT has
the same or better performance than VR in 97% of the cases (58
of 60 comparisons). In 62% of the cases (37 of 60 comparisons),
ALOFT has superior performance than VR. We can see that the
CDM, MOR and BNS Feature Evaluation Functions improve the re-
sults of ALOFT rather than VR. ALOFT has weak significant inferior
results than VR in 3% of the cases (2 of 60 comparisons) using the
FEF IG with NB classifier in Macro-F1 effectiveness measure.

Fig. 1 shows all the Micro-F1 means from Table 3 in a plot,
providing a general view of the results from the experiments. We
can observe that the VR results are worst than the ALOFT results
specially in the case of high number of features. Most of the ALOFT

samples (20 of 30) has mean Micro-F1 bigger than 80 and most of
VR samples (22 of 30) has mean Micro-F1 inferior to 80. Observing
the samples plotted in the same number of features, (two values
for ALOFT and two for VR for a given pair dataset-FEF) it is possible
to confirm that the mean values of Micro-F1 for ALOFT has shows
to be higher than the ones of VR.

6. Conclusion

In this paper, a filtering method for feature selection called
ALOFT is proposed. One advantage of the method is that it requires
as parameter only a FEF, this represents an advantage since it is not
necessary to tune the number of features to be selected.

The experiment shows the effectiveness of the ALOFT approach.
The performance of the proposed method is compared with the
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Fig. 1. Mean Micro-F1 for ALOFT and VR runs ignoring differences among FEF,
classifiers and corpus.

well established Variable Ranking method for feature selection in
text categorization (Forman, 2003; Mladenic & Grobelnik, 1999;
Rogati & Yang, 2002; Yang & Pedersen, 1997). Experimental results
on three corpora show that the proposed method needs less num-
ber of features to cover all training set and it achieves similar or
better performance than VR, depending of the dataset and FEF.
For all the datasets, the best or near-best results of ALOFT are gen-
erated using CHI as FEF.

For future work, we plan to conduct further experiments, using
another FEFs, to obtain an optimal balance between performance
and number of selected features. Additionally, a wider comparison
using more datasets, classification algorithms and FEFs would be
preferred as the performance of filter feature selectors can vary
with the classification algorithm and dataset chosen.

Both the ALOFT and VR technique are applicable to a wide range
of Feature Evaluation Functions. In this work, both ALOFT and VR
use univariate ranking, without taking into account interactions
between the features. Feature interactions are commonly found,
either where one feature turns another redundant, or where two
features are combine to obtain a more predictive power than the
sum of their univariate powers. There are bi-variate ranking algo-
rithms, which take into account pairwise feature interactions, and
these will be investigate in future works.
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