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Resumo

A atividade de teste de software pode ser bastante árdua e custosa. No contexto de testes ma-
nuais, todo o esforço com o objetivo de reduzir o tempo de execução dos testes e aumentar
a contenção de defeitos é bem-vindo. Uma possível estratégia é alocar os casos de teste de
acordo com o perfil do testador de forma a maximizar a produtividade. Entretanto, otimizar a
alocação de casos de teste não é uma tarefa trivial: em grandes companhias, gerentes de teste
são responsáveis por alocar centenas de casos de teste aos testadores disponíveis ao início de
uma nova execução. Neste trabalho nós propomos dois algoritmos para a alocação automática
de casos de teste e três perfis para os testadores baseados em sistemas de recomendação (o
mesmo tipo de sistema que recomenda, por exemplo, um livro na Amazon.com ou um filme
no Netflix.com). Cada um dos algoritmos de alocação pode ser combinado com os três per-
fis de testador, resultando em seis sistemas de alocação possíveis: Exp-Manager, Exp-Blind,
MO-Manager, MO-Blind, Eff-Manager, e Eff-Blind. Nossos sistemas de alocação consideram
a efetividade (defeitos válidos encontrados no passado) e experiência do testador (habilidade
em executar testes com determinadas características). Com o objetivo de comparar os nossos
sistemas de alocação com a alocação do gerente e com alocações aleatórias, um experimento
controlado, utilizando 100 alocações com pelo menos 50 casos de teste cada uma, foi rea-
lizado em um cenário industrial real. Os sistemas de alocação foram avaliados através das
métricas de precisão, recall e taxa de não-alocação (percentual de casos de teste não aloca-
dos). Em nosso experimento, a aplicação da ANOVA (uma técnica estatística utilizada para
verificar se as amostras de dois ou mais grupos são oriundas de populações com médias iguais)
e do teste de Tukey (um procedimento de comparações múltiplas para identificar quais médias
são significativamente diferentes entre si) mostraram que o Exp-Manager supera os demais
sistemas de alocação com respeito às métricas de precisão e recall. Todos os sistemas de alo-
cação mostraram-se superiores ao algoritmo randômico. A precisão média (entre os sistemas
de alocação) variou de 39.32% a 64.83% enquanto o recall médio variou de 39.19% a 64.83%;
para a métrica de não-alocação, três sistemas de alocação (Exp-Manager, Exp-Blind e MO-
Blind) apresentaram um melhor desempenho alcançando taxa zero de não-alocação para todas
as alocações de testes. A taxa média de não-alocação variou de 0% a 2.34% (para a métrica
não-alocação, quanto menor, melhor). No cenário industrial real onde o nosso trabalho foi
realizado, gerentes de teste gastam de 16 a 30 dias de trabalho por ano com a atividade de alo-
cação de casos de teste. Nossos sistemas de alocação podem ajudá-los a realizar esta atividade
de forma mais rápida e mais eficaz.

Palavras-chave: Teste de Software, Sistemas de Recomendação, Testes Manuais, Allocação
de Casos de Teste
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Abstract

Software testing is an arduous and expensive activity. In the context of manual testing, any ef-
fort to reduce the test execution time and to increase defect findings is welcome. One approach
is to allocate test cases according to the testers profile in a way to maximise testing productivity.
However, optimising the allocation of manual test cases is not a trivial task: in large compa-
nies, test managers are responsible for allocating hundreds of test cases among several testers.
In this work we implemented 2 assignment algorithms for test case allocation and defined 3
tester profiles based on recommender systems (the same kind of system that recommends, for
example, a book at Amazon.com or a movie at Netflix.com). Each assignment algorithm can be
combined with 3 tester profiles, which results in six possible allocation systems: Exp-Manager,
Exp-Blind, MO-Manager, MO-Blind, Eff-Manager, and Eff-Blind. Our allocation systems take
into account the tester’s effectiveness (valid defects found in the past) and expertise (ability to
run tests with certain characteristics). We performed a controlled experiment that uses 100
test allocations, each one with at least 50 test cases, from a real industrial setting in order to
compare our allocation systems to the manager’s allocation and to random allocations. The
allocation systems were evaluated in terms of precision, recall and unassignment (percentage
of test cases the algorithm could not allocate). In our experiment, the application of ANOVA
(a general technique that can be used to test the hypothesis that the means among two or more
groups are equal) plus the Tukey’s test (a multiple comparison procedure to find which means
are significantly different from one another) showed us that the Exp-Manager system outper-
forms the other allocation systems with respect to the precision and recall metrics. All the
allocation systems demonstrated to be superior to the random algorithm. The average precision
(among the allocation systems) varied from 39.32% to 64.83% while the average recall ranged
from 39.19% to 64.83%; For unassignment, three of our six allocation systems presented a
better performance by achieving zero unassignment rate for all the allocation inputs, namely
Exp-Manager, Exp-Blind and MO-Blind. The average unassignment varied from 0% to 2.34%
(for unassignment, the lower the better). In the real industrial setting in which our work was
developed, managers spend from 16 to 30 working days a year on test case allocation. Our
algorithms help them do it faster and better.

Keywords: Software Testing, Recommender Systems, Manual Testing, Test Allocation
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CHAPTER 1

Introduction

Nowadays, almost everyone is aware of software systems. We encounter them in our homes,
at work, and even while shopping. More and more, they are part of our lives. We use software
in day-to-day business applications such as banking and in consumer products such as cars and
washing machines [GVEB08]. However, software systems do not always work as expected: an
error on a bill, a delay when waiting for a credit card to process and a website that did not load
correctly are common examples of issues that may happen because of software problems.

Of course not all software systems carry the same level of risk and not all problems have the
same impact in case they occur. Many software defects are merely annoying or inconvenient
but some can have extremely serious consequences, either financially or as a threat to human
well-being. The European Space Agency’s Ariane 5 Flight 501, for example, was destroyed 40
seconds after takeoff (June 4, 1996). The US$1 billion prototype rocket self-destructed due to
a defect in the on-board guidance software [Dow97]. Another example is related to the Therac-
25: a radiation therapy machine that was directly responsible for at least five patient deaths in
the 1980s when it administered excessive quantities of X-rays due to a software defect [LT93].

As the consequences of a software defect can be either trivial or catastrophic, rigorous
testing is necessary in order to reduce failures in the operational environment and increase the
quality of the operational system. However, testing everything (all combinations of inputs and
preconditions in a software system) is not feasible, so deciding how much testing is enough
should take account of the level of risk, safety, and project constraints such as time and budget.

Testing can help us to measure the quality of software in terms of the number of defects
found, the tests run, and the system covered by the tests. It can give confidence in the quality
of the software if it finds few or no defects, provided that the testing is sufficiently rigorous.
Of course, a poor test may uncover few defects and provide a false sense of security. A well-
designed test will uncover defects if they are present and, if such a test passes, we will rightly
be more confident in the software and be able to assert that the overall level of risk of using the
system has been reduced. When testing does find defects, the quality of the software system
increases when those defects are fixed, provided the fixes are carried out properly [GVEB08].

As we saw, testing is an essential process that assesses the behaviour and the quality of a
software; and given that this process can be quite arduous and costly (testing is responsible for
up to 40% of the total cost of a project [Som06]), all effort and tool support that optimises its
costs are welcome.

In this work, we use recommender systems to help the test manager to allocate test cases
to testers, thus reducing the time spent in the allocation process. Our approach can also reduce
the time taken to run the tests and, hopefully, increase the amount of defects found at the end
of a given test execution.

1



1.1 CONTEXT, OBJECTIVES AND CONTRIBUTIONS 2

1.1 Context, Objectives and Contributions

This work is developed in the context of a company that outsources testing services to a mo-
bile phone manufacturer. Due to contractual reasons the company’s name cannot be disclosed
and, from now on, we call it TTC (“The Testing Company”). TTC performs black-box testing,
mostly executed manually. One important activity at TTC is the test case allocation (Fig-
ure 1.1). Typically, a test manager has to allocate hundreds of test cases to be executed by the
testers available at that moment. The manager’s input to this task is a list of test cases and a list
of testers. We call these lists the allocation input. The outcome of an allocation is a list of pairs
(test case, tester), which indicates who should run which test case. We call this list a test plan.
In the example of Figure 1.1, the test cases TC01, TC10, and TC15 are allocated to tester T04.

Figure 1.1 Test case allocation.

In order to perform this task, the test manager takes between 15 to 35 minutes, depending
on the amount of tests to be allocated; and this task is executed routinely at TTC: around 10
times per week. This means that the time spent on this task per year varies from 16 to 30
working days. A bad allocation has an impact on the execution time of the test suite and the
effectiveness of it (fewer defects found). By allocating a test to an experienced tester, which
is someone who has executed that test (or similar tests) in the past, the execution time may
reduce. Analogously, a tester who has found defects executing a particular test in the past is a
good candidate to execute that same test again or other tests that are similar to that. At TTC
the same test can be run several times over a month, either for regression testing or in different
mobile phone models. Note that, in principle, defect finding should not depend on who is
executing which test case. However, our context is that of manual execution. Test cases are
written in English. They are usually ambiguous and open to different interpretations. So, we
believe a wise choice of a tester can make a difference on defect finding.

We implemented 2 assignment algorithms for test case allocation and defined 3 tester pro-
files based on recommender systems (the same kind of system that recommends you a book
at Amazon.com or a movie at Netflix.com) [Kon04]. Each assignment algorithm can be com-
bined with 3 tester profiles, which results in six possible allocation systems: Exp-Manager,
Exp-Blind, MO-Manager, MO-Blind, Eff-Manager, and Eff-Blind. The rationale behind these
names will be explained in Chapter 3. In our case, our systems recommend a test case for a
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given tester. We compared all allocation systems to the manual allocations of a test manager.
We also developed a random allocation algorithm for control. The algorithms ran at 100 alloca-
tion inputs that had been previously allocated by hand by the managers. These allocations had
been performed manually from November 2009 to September 2010. We compared the alloca-
tion systems among themselves and with respect to the manager’s allocation and to a random
algorithm. The results showed that the Exp-Manager system outperforms all the others with
respect to the precision and the recall metrics. All the allocation systems demonstrated to be
superior to the random algorithm. We compared the allocation systems with the manager’s al-
location in terms of precision, recall and unassignment (percentage of test cases the algorithm
could not allocate). The average precision (among the allocation systems) varied from 39.32%
to 64.83% while the average recall ranged from 39.19% to 64.83%; For unassignment, three
of our six allocation systems presented a better performance by achieving zero unassignment
rate for all the allocation inputs, namely Exp-Manager, Exp-Blind and MO-Blind. The average
unassignment varied from 0% to 2.34% (for unassignment, the lower the better).

Recommender systems have been applied to almost all activities of Software Engineering.
Several works describe recommender systems for allocating tasks to people [AHM06, JKZ09,
MM07, MH02, PdSRE10], defect prevention and debugging [GPG10, LZ05a, LZ05b]. Only
a few are directly related to testing [KRGA08], and none (as far as we know) is related to
allocating test cases to testers. Even the book “Artificial Intelligence Methods In Software
Testing” [LKB04], which collects a representative sample of artificial intelligence applications
in the areas of software testing, does not mention any application of recommender systems
applied to software testing.

The main contributions of this dissertation are:

• The application of recommender systems to test case allocation;

• The proposal of 6 allocation systems for allocating test cases to testers;

• The implementation of a tool that mechanises this activity. Test case allocation with
the support of a recommender system can be done faster than before. Moreover, new
managers who are not familiar with the testers and the test cases can benefit from an
initial allocation produced by the tool;

• An experiment in which all allocation systems are compared to the manager’s perfor-
mance in terms of unassignment, precision and recall;

• A guide for test managers to choose the right allocation system depending on the context.

Some techniques and equations presented in this dissertation are not original contributions
of this work. The way we model the test cases and the tester profiles based on symbolic data
(Section 3.2) as well as the equation we use to calculate the similarity between a test case
and a tester (Section 3.3) were proposed by Bezerra and Carvalho [BdC10]. The allocation
algorithms (Chapter 4), however, are an original contribution of this work. Part of the material
available in Chapters 3 and 4 has already been published in [MIM10] which was developed in
the context of the National Institute of Science and Technology for Software Engineering
(INES).
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1.2 Dissertation Organisation

In this section we outline the structure of the subsequent chapters.

• Chapter 2 introduces an overview of the main fundamental concepts related to this work.
Initially we describe the different test levels, test types and test design techniques. We
then explain how the test allocation process works at TTC as well as we present some
terms and concepts that are part of TTC’s routine. We conclude by introducing some
concepts related to TF-IDF (a statistical measure used to evaluate how important a word
is to a document), recommender systems, statistical tests and controlled experiments.

• Chapter 3 presents how recommender systems can be applied to the testing domain. We
start by presenting the tester profiles and the assignment ways we are proposing in this
work. Then, we describe how we model test cases and tester profiles and we illustrate
how the tester profiles are built. To conclude, we describe how we calculate the similarity
between a test case and a tester.

• Chapter 4 shows how the allocation systems assign test cases to testers. In this chapter
we present the tool, which encompasses our allocation systems, that was developed as
part of this work and we discuss some implementation details.

• Chapter 5 reports a controlled experiment that was performed to evaluate the effective-
ness of the allocation systems. We start by stating the problem investigated and defining
our research objective. Then, we give some details about the experimental planning and
its execution. We report the results of our experiment and we address the threats to va-
lidity.

• In Chapter 6 , we present an overview of previous work on recommender systems ap-
plied to testing, debugging or people recommendation.

• Chapter 7 summarises our work and discusses the limitations and contributions of our
approach, and future work.



CHAPTER 2

Background

In this chapter, we introduce the main fundamental concepts related to this work. We start by
describing the different test levels, test types and test design techniques. We explain how the
test allocation process works at TTC as well as we present some terms and concepts that are
part of TTC’s routine. Finally we introduce some concepts related to TF-IDF, recommender
systems, statistical tests and controlled experiments.

2.1 Software Testing

Software systems have become an integral part of our lives, from business applications (e.g.,
banking) to consumer products (e.g., cars). Most people have had an experience with software
that did not work as expected. Software that does not work correctly can lead to many problems,
including loss of money, time or business reputation, and could even cause injury or death. A
primary purpose of testing is to detect software failures so that defects may be discovered and
corrected.

A human being can make an error (e.g., an incorrect instruction in a computer program),
which produces a defect (fault, bug) in the program code, or in a document. If a defect in code
is executed, the system may fail to do what it should do (or do something it should not), causing
a failure. Defects in software, systems or documents may result in failures, but not all defects
do so. These definitions are described in the IEEE Standard Glossary of Software Engineering
Terminology [IEE90].

Defects occur because human beings are fallible and because there is time pressure, com-
plex code, complexity of infrastructure, changing technologies, and/or many system interac-
tions. However, failures are not caused by human beings only; they can happen by environmen-
tal conditions as well (for example, radiation, magnetism, and electronic fields can influence
the execution of software by changing the hardware conditions).

Testing of systems and documentation can help to reduce the risk of failures occurring
during operation and contribute to the quality of the software system. It cannot establish,
however, that a product functions properly under all conditions but can only establish that it
does not function properly under specific conditions [KFN99].

A common perception of testing is that it consists only of running tests, i.e., executing the
software. This is part of testing, but not all of the testing activities. Test activities exist before
and after test execution. These activities include planning and control, choosing test conditions,
designing and executing test cases, checking results, evaluating exit criteria, reporting on the
testing process and system under test, and finalising closure activities after a test phase has been

5
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completed. Testing also includes reviewing documents (including source code) and conducting
static analysis.

2.1.1 Test Levels

Tests are frequently grouped by where they are used in the software development process, or
by the level of specificity of the test. In general, they are divided into four groups: Component
Testing, Integration Testing, System Testing and Acceptance Testing.

2.1.1.1 Component Testing

Component testing (also known as unit, module or program testing) searches for defects in
software modules, programs, objects, classes, etc., that are separately testable. It may be done
in isolation from the rest of the system, depending on the context of the development life cycle
and the system. Test cases are derived from artifacts such as the specification of a component,
the software design or the data model.

Frequently, component testing occurs with access to the code being tested and with the
support of a development environment, such as a unit test framework or debugging tool. It
usually involves the programmer who wrote the code. Defects are typically fixed as soon as
they are found, without formally managing these defects.

Preparing and automating test cases before coding is one approach to component testing.
This is called test-driven development or test-first approach [GVEB08]. This approach is highly
iterative and is based on cycles of (i) developing test cases; (ii) building and integrating small
pieces of code; (iii) executing the component tests; and (iv) correcting any defects found.

2.1.1.2 Integration Testing

The main goal of integration testing is to test the interfaces between components, the interac-
tions with different parts of a system, and the interfaces between systems. Usually, the follow-
ing levels of integration testing are considered:

• Component integration testing focuses on the interactions between software compo-
nents and is done after component testing.

• System integration testing focuses on the interactions between different systems or be-
tween hardware and software and may be done after system testing.

The greater the scope of integration, the more difficult it becomes to isolate defects to a
specific component or system, which may lead to increased risk and additional time for trou-
bleshooting.

At each stage of integration, testers concentrate exclusively on the integration itself. If
module A is being integrated with module B, for example, testers are interested in assessing the
communication between the modules, not the functionality of the individual module as done
during component testing.
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2.1.1.3 System Testing

System testing is concerned with the behaviour of a whole system or product. That said, the
test environment should correspond to the production environment as much as possible in order
to minimise the risk of environment-specific failures not being found in testing.

Test cases are derived from requirements specifications, business processes, use cases, or
other high level descriptions of the system behaviour, interactions with the operating system,
and system resources.

System testing of functional requirements uses the most appropriate specification-based
(black-box) techniques for the feature of the system to be tested. Structure-based techniques
(white-box) may then be used to assess the thoroughness of the testing with respect to a struc-
tural element.

2.1.1.4 Acceptance Testing

The main goal of acceptance testing is to establish confidence in the system, parts of the system
or specific non-functional characteristics of the system. Finding defects is not the main focus
in acceptance testing. Although acceptance testing may assess the system’s readiness for de-
ployment and use, it is not necessarily the final level of testing: a large-scale system integration
test may come after the acceptance test for a system, for example.

Acceptance testing may occur at various times in the life cycle. For example, acceptance
testing of the usability of a component may be done during component testing whereas accep-
tance testing of a new functional enhancement may come before system testing. Typical forms
of acceptance testing include the following:

• User acceptance testing. Verifies the fitness for use of the system by business users.

• Operational (acceptance) testing. Evaluates the acceptance of the system by the system
administrators, including testing of backup/restore, user management, maintenance tasks,
etc.

• Contract and regulation acceptance testing. Contract acceptance testing is performed
against a contract’s acceptance criteria for producing custom-developed software. Ac-
ceptance criteria should be defined when the parties agree to the contract. Regulation
acceptance testing is performed against any regulations that must be adhered to, such as
government, legal or safety regulations.

• Alpha and beta (or field) testing. Sometimes it is necessary to get feedback from po-
tential or existing customers before putting up a software product for sale commercially.
Alpha testing is performed at the developing organisation’s site but not by the developing
team. Beta testing, or field-testing, is performed by customers or potential customers at
their own locations.

2.1.2 Test Types

A test type is focused on a particular test objective, which could be any of the following:
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• Functional testing. A function to be performed by the software;

• Non-functional testing. A non-functional quality characteristic, such as reliability or
usability;

• Structural testing. The structure or architecture of the software or system;

• Re-testing and Regression Testing. Confirming that defects have been fixed (confirmation
testing) and looking for unintended changes (regression testing).

2.1.2.1 Functional Testing

The functions that a system, subsystem or component should perform are described in work
products such as a requirements specification, use cases, or a functional specification. The
functions describe “what” the system does. Functional tests are based on functions and fea-
tures and their interoperability with specific systems, and may be performed at all test levels.
Functional testing considers the external behaviour of the software (black-box testing) [Bei90].

There are different types of functional testing. For example, security testing investigates the
functions relating to detection of threats, such as viruses, from malicious outsiders. Another
type of functional testing, interoperability testing, evaluates the capability of the software
product to interact with one or more specified components or systems.

2.1.2.2 Non-functional Testing

Non-functional testing includes, but is not limited to, performance testing, load testing, stress
testing, usability testing, maintainability testing, reliability testing and portability testing. It
is the testing of “how” the system works and it may be performed at all test levels [GVEB08].

The term non-functional testing describes the tests required to measure characteristics of
systems and software that can be quantified on a varying scale, such as response times for
performance testing. Non-functional testing considers the external behaviour of the software
and, in most cases, uses black-box test design techniques to accomplish that.

2.1.2.3 Structural Testing (Testing of Software Structure/Architecture)

Structural (white-box) testing may be performed at all test levels. Structural techniques are best
used after specification-based techniques, in order to help measure the thoroughness of testing
through assessment of coverage of a type of structure (typically, the source code) [Bla02].

Coverage is the extent that a structure has been exercised by a test suite, expressed as
a percentage of the items being covered. If coverage is not 100%, then more tests may be
designed to test those items that were missed to increase coverage. Tools can be used at all test
levels, but especially in component testing and component integration testing, to measure the
code coverage of elements, such as statements or decisions.
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2.1.2.4 Re-testing and Regression Testing: Testing Related to Changes

After a defect is detected and fixed, the software should be re-tested to confirm that the original
defect has been successfully removed. This is called confirmation [GVEB08].

Regression testing is the repeated testing of an already tested program, after modification,
to discover any defects introduced or uncovered as a result of changes. It may be performed
at all test levels, and includes functional, non-functional and structural testing. As the regres-
sion test suites are run many times and generally evolve slowly, regression testing is a strong
candidate for automation.

2.1.3 Test Techniques: Black-box vs White-box

From the point of view of test design techniques, software testing is traditionally divided into
black-box and white-box testing.

• Black-Box Testing: Black-box testing assumes that the system is viewed as a closed
box, hence the testers should have no information about how the code behaves or how it
is structured. Test conditions and test cases are selected based on an analysis of the test
basis documentation for a component or system without reference to its internal structure.

On this method, the testers are completely unconcerned about the internal behaviour and
structure of the program. Instead, they concentrate on finding circumstances in which the
program does not behave according to its specifications. In this approach, test data are
derived solely from the specifications (i.e., without taking advantage of knowledge of the
internal structure of the program) [MS04].

There are many advantages of using black-box testing. We can cite, for example, the fact
that test cases are done from a user’s point of view and they can be designed as soon
as the specifications are complete. This test design technique also helps to expose any
ambiguities or inconsistencies in the specifications. In addition to that, since the tester
and the developer are independent of each other, testing is balanced and unbiased.

Despite these benefits, black-box testing has its drawbacks: test cases are challenging
to design without having clear functional specifications (which is usually the case) and
there is a high probability of repeating tests already performed by the programmer.

• White-Box Testing: White-box testing (a.k.a. clear box testing, glass box testing, trans-
parent box testing, or structural testing) is a method of testing software that tests the
internal structures of the component or the system [IEE90]. In white-box testing an in-
ternal perspective of the system, as well as programming skills, are required and used
to design test cases. The tester chooses inputs to exercise paths through the code and
determine the appropriate outputs. Though this method of test design can uncover many
errors or problems, it might not detect unimplemented parts of the specification or miss-
ing requirements.

White-box testing is an important method for the early detection of errors during soft-
ware development. In this process, test case generation plays a crucial role, defining
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appropriate and error-sensitive test data. White-box testing strategies include designing
tests such that every statement in the program is executed at least once, or requiring every
function to be individually tested.

One of the main advantages of using white-box testing is that it becomes very easy to find
out which type of input/data can help in testing a given system or component effectively
as the knowledge of internal coding structure is known. However, such knowledge can
also be considered as a disadvantage as a skilled tester is needed to carry out this type of
testing.

Besides black-box and white-box, there are other testing design techniques considered in
the literature such as the grey-box, which is a hybrid approach of black-box and white-box. It
involves having knowledge of internal data structures and algorithms for purposes of designing
the test cases, but testing at the user, or black-box level. Black-box, white-box and grey-box
testing are complementary techniques and may be used for any given test activity, regardless of
which level of testing is being performed.

2.1.4 Testing Artifacts

The software testing process produces several artifacts. Below we list the most common ones:

• Test plan. A document that prescribes the scope, approach, resources, and schedule
of the testing activities. It identifies the items to be tested, the features to be tested,
the testing tasks to be performed, the personnel responsible for each task, and the risks
associated with the plan [IEE98].

• Test suite. A collection of test cases for a component or system under test. It is often
associated with detailed instructions or goals for a particular test suite. In some test suites
the post condition of one test case is often used as the precondition for the next one.

• Test case. A set of input values, execution preconditions, expected results and execution
post conditions, developed for a particular objective or test condition, such as to exercise
a particular program path or to verify compliance with a specific requirement [IEE90].

A test case is basically composed by an id (or name), a description (a short description
that highlights the test case objective), and a sequence of steps and expected results (ide-
ally, all the steps should have at least one expected result associated with it). Additional
fields may include, but are not limited to: feature ID, component, test case category, test
case level, test case type, preconditions, related requirements, cleanup, etc. Figure 2.1
shows a test case written on Testlink [Tes09] that illustrates very closely the structure of
a test case used at TTC. We cannot show the actual test case as it is proprietary data of
TTC. The example using Testlink captures the crucial information from the actual TTC
test case.

Figure 2.1 shows a test case that verifies if it is possible to send a text message, also
known as SMS (“Short Message Service”), to an e-mail address. In the first step, the
tester launches the text messaging application and makes sure it is working fine. Then,
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Figure 2.1 Example of a test case.

a new text message is composed and sent to a valid e-mail address. Finally, the tester
access the e-mail account from a personal computer to make sure that the text message
is received successfully.

• Test summary report. A document that summarises testing activities and results. It also
contains an evaluation of the corresponding test items [IEE98].

• Test phase. A distinct set of test activities collected into a manageable phase of a project,
e.g. the execution activities of a test level.

• Traceability matrix. A matrix that records the relationship between two or more prod-
ucts of the development process [IEE90]. In the testing context, it correlates require-
ments or design documents to test documents. It may be used to change test cases when
the source documents are changed, or to verify that the test results are correct. The IEEE
standard for software test documentation [IEE98] states that it should be available in the
section “Approach” of a Test Plan.

2.1.5 Manual Testing

Manual testing is the process of manually testing software to detect failures. It is a laborious
activity that requires the tester to possess a certain set of qualities: to be patient, observant,
speculative, creative, innovative, open-minded, resourceful, and skillful. To ensure complete-
ness of testing, the testers often follow a previously defined test plan that leads them through a
set of important test cases.

A systematic approach focuses on predetermined test cases and generally involves the fol-
lowing steps [IEE98].
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1. Define a test plan.

2. Write detailed test cases, identifying clear and concise steps to be taken by the tester,
with expected outcomes.

3. Assign the test cases to testers (see Section 2.1.6), who manually follow the steps and
record the test results.

4. Generate a test report, detailing the findings of the testers.

2.1.6 Test Allocation

In the context of manual testing, test allocation is the process of assigning the test cases, which
were selected to be run, for the members of a test team. Below we describe where in the testing
process the test allocation takes place at TTC.

1. A request for a new test execution arrives;

2. The test plan is released;

3. A test architect selects the test cases that should be run based on the information available
in the request (e.g. features to be tested, features not to be tested, approach, environmen-
tal needs, schedule, etc);

4. The test manager reviews the test cases selected for that execution and assigns them
(manually) to the testers available at that moment;

(a) During the allocation process, depending on the size and characteristics of a given
test suite, the manager may opt to either assign it to a single tester or split it among
several testers.

(b) During the test execution, if a tester that was busy in another previous activity be-
comes available, the test manager may ask that person to join the ongoing test exe-
cution and assign some test cases to her.

5. The test execution begins;

6. Test results are logged and defects are reported (if needed);

7. A test summary report is generated and the test execution finishes.

2.1.7 The TTC Terms and Concepts

Below we introduce some terms and concepts used at TTC that is referenced throughout this
document. Some of them have the same meaning as defined in the classic literature for software
testing whereas other terms have a slightly different meaning.
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2.1.7.1 Test Case Keywords

Each test case is associated with some keywords to make easier the process of selecting test
cases during the planning phase. These keywords are also useful to generate metrics such as
“test cases distribution per feature”, “test coverage per component”, etc. In order to illustrate
our techniques, we use only the keywords feature, component and category in this work (the
actual database of TTC stores some other keywords).

• Feature. A clustering of individual requirements that describes a cohesive, identifiable
unit of functionality [TWFL98]. For example, “SMS to e-mail” is a feature of Text Mes-
saging application. In the TTC, each feature has a unique identifier and each test case is
associated to one or more features.

• Component. A grouping of various features from the same domain. Each test case is also
associated to one or more components. In Figure 2.1, the test case TC25 is associated to
the components “e-mail” and “SMS”.

• Category. A category distinguishes a test case among the different types of test cases and
can assume values like: “functional”, “feature testing”, “interaction”, “performance”,
“stress”, “load”, “sanity”, “localisation”, “interoperability”, etc. Each test case can be
associated to one or more categories. The test case in Figure 2.1 belongs to the “feature
testing” category.

2.1.7.2 The Anatomy of a Defect

Figure 2.2 shows an example of a defect report stored in Bugzilla. TTC does not use Bugzilla.
They use a proprietary software. However, as Bugzilla stores and manages defects in a similar
way to the TTC defect management system, we can use it to illustrate our approach without
any loss of information (in any case, the techniques described here are not dependent on any
particular defect management system or test case repository). Each defect report includes pre-
defined fields, free-form text, attachments, and dependencies. As we can see, there are lots of
pre-defined fields (Status, Keywords, Product, Component, Platform, etc).

In order to fulfil the requirements of our approach, we are mainly concerned about the
following fields:

• Status / Resolution. These fields define exactly what state the defect is in (from be-
fore being confirmed as a defect, through to fix and the fix confirmation). The different
possible values for Status and Resolution fields will be discussed in more details later on.

• Reporter. The person who filed a given defect report.

• Modified date. By analysing this field we can get the date when a given defect achieved
a final resolution such as “fixed”, for example.
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Figure 2.2 A sample of a Bugzilla defect report from Mozilla project.

2.1.7.3 The Lifecycle of a Defect Report

The lifecycle of a defect report, also known as workflow, can be customised by each com-
pany. In Figure 2.3 we show a graphical representation of the default workflow adopted by the
Bugzilla system. According to its status, a defect can be classified either as an open defect or a
closed defect.

Open defects do not have any resolution associated with them and they can be classified as:

• Unconfirmed. This defect report has recently been added to the database. Nobody has
confirmed that the report is an actual defect.

• Confirmed. The report has been filled with the information of an actual defect.

• In Progress. This defect is not yet resolved, but is assigned to the proper person who is
working on the defect.

Closed defects, on the other hand, must have a resolution associated with them. They can
be classified as:
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Figure 2.3 The default lifecycle of a Bugzilla defect report.

• Resolved. A resolution has been performed, and it is awaiting verification from the
Quality Assurance (QA) team. From here defects are either reopened or are verified by
the QA and marked as Verified. A defect report can be resolved in a number of ways:

– Fixed. A fix for this defect is checked into the code and tested.

– Invalid. The problem described is not a defect.

– Wontfix. The problem described is a defect that will never be fixed.

– Duplicate. The problem is a duplicate of an existing defect report.

– Worksforme. Either all attempts of reproducing this defect were futile or the defect
was present once, but is now not reproducible.

• Verified. Someone with QA privileges has looked at the defect and its resolution and
agrees that the appropriate resolution has been taken. This is the final status for defect
reports.

2.1.7.4 Raising / Referencing Defect Reports

When running a given test case, if any inconsistency between the actual result and the expected
result is noticed, the tester changes the result of that test case to “Fail” and associates a defect
report to it in order to track either a software fix or a test case update. In this case, the tester
needs to access the defect management system to search for a defect report that describes the
issue identified. If the tester does not find any defect report that describes precisely the issue
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found, then a new one needs to be raised. Otherwise, the tester simply makes a reference to an
existing defect report. When creating the effectiveness profile for a tester (Section 3.2.2) we are
interested only in the valid defects a particular tester has raised/referred to. In our approach, we
consider valid defects the ones that were closed as Resolved or Verified with resolution equal
to Fixed.

2.2 TF-IDF

The tf-idf measure (term frequency-inverse document frequency) is a weight often used in
information retrieval and text mining. This weight is a statistical measure used to evaluate
how important a word is to a document in a collection or corpus (a large and structured set
of texts). The importance increases proportionally to the number of times a word appears in
the document but is offset by the frequency of the word in the corpus. For instance, suppose
the outcome of tf-idf for a document d with respect to a set of documents D is (“the”,0.001),
(“tester”,0.04), (“SMS”,1.5), etc. This means that the word “SMS” is the most important word
in d with respect to D. “SMS” is not the word that occurs more often in D, but probably it
occurs a lot in d (and in few other documents in D). In our context, the set D is the test suite
and d is a test case.

Tf-idf combines two measures: term frequency (tf) and inverse document frequency (idf).
Term frequency counts the number of times a given term appears in a document. This

counting is usually normalised to prevent a bias towards longer documents, which may have a
higher term count regardless of the actual importance of that term in the document. The term
frequency is denoted by tf t,d , where t is the term being counted and d is the document [MRS08].
The term frequency suffers from a critical problem: all terms are considered equally important
when it comes to assessing relevancy on a query. This is not a good thing as certain terms
have little or no discriminating power in determining relevance. For instance, a collection
of documents on the software testing industry is likely to have the term test in almost every
document. For attenuating the effect of terms that occur too often in the collection, the inverse
document frequency (idf ) of a term t is used.

The inverse document frequency is a measure of the general importance of the term t ob-
tained by dividing the total number of documents N by the number of documents containing
the term t (denoted by df t), and then taking the logarithm of that quotient.

idf t = log
N
df t

(2.1)

Thus, the idf t of a rare term t is high, whereas the idf t ′ of a frequent term t ′ is likely to be low.
For example, for N = 100 documents, suppose that the term “the” occurs in 98 of them, i.e.
df “the” = 98. Then, its idf “the” = 0.00877. Now, suppose the term “software” occurs in just 10
documents, i.e. df “so f tware” = 10. The idf “so f tware” is 1.

The concepts of term frequency and inverse document frequency can be combined to pro-
duce a composite weight for each term in each document. The tf−idf t,d weighting scheme
assigns to term t a weight in document d given by:

tf−idf t,d = tf t,d · idf t (2.2)
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In other words, tf−idf t,d assigns to term t a weight in document d that is:

1. Highest when t occurs many times within a small number of documents (thus lending
high discriminating power to those documents);

• Consider a document containing 100 words wherein the word “company” appears
50 times. Following the previously defined formulae, the term frequency (tf ) for
“company” is then 50

100 = 0.50. Now, assume we have 1,000 documents and “com-
pany” appears in 10 of those. Then, the inverse document frequency (idf ) is calcu-
lated as log1,000

10 = 2. The tf−idf score is the product of these quantities: 0.5 ·2 =
1.0.

2. Lower when the term occurs fewer times in a document, or occurs in many documents
(thus offering a less pronounced relevance signal);

• If, in the same document from the previous example, the word “test” appears 10
times, then tf “test” = 10

100 = 0.10. Assuming that the word “test” appears in 100
documents out of 1,000, the idf “test” = log1,000

100 = 1. Thus, tf−idf “test” = 0.10 ·1 =
0.10.

3. Lowest when the term occurs in virtually all documents.

• Consider a scenario in which the word “the” appears 50 times in a document
containing 100 words; and it appears in 990 documents out of 1,000. Then, the
tf “the” = 50

100 = 0.5 and idf “the” = log1,000
990 ≈ 0.004. The tf−idf “the” is, therefore,

0.5 ·0.004 = 0.002.

In this work we use the tf-idf to analyse the relevant words occurring in a test case descrip-
tion in order to create the tester profiles. This process is described in Section 3.2.

2.3 Recommender Systems

Recommender systems are a sub-domain of information filtering system techniques that at-
tempt to recommend information items (movies, TV programs, video on demand, music, books,
news, images, web pages, scientific literature, etc.) or social elements (e.g. people, events or
groups) that are likely to be of interest to the user. They can now be found in many modern
applications that expose the user to a huge collection of items. Such systems typically provide
the user with a list of recommended items they might prefer, or predict how much they might
prefer each item. These systems help the user to decide on appropriate items, and ease the task
of finding preferred items in the collection [SG09].

Since they help users to discover items they might not have found by themselves, rec-
ommender systems are considered a useful alternative to search algorithms. To perform this
action, such system needs to know something about every user. Every recommender system
must develop and maintain a user model, which we call a user profile, that captures the user
preferences [JZFF10].
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Recommender systems differ in the way they analyse data sources to develop notions of
affinity between users and items, which can be used to identify well-matched pairs. There are
two prevalent approaches:

• Collaborative filtering. Collaborative filtering is a method of making automatic predic-
tions (filtering) about the interests of a user by collecting preferences or taste information
from many users (collaborating). The underlying assumption of the collaborative filter-
ing approach is that those who agreed in the past tend to agree again in the future. One
approach is to collect user feedback in the form of ratings for items in a given domain
and exploit similarities in rating behaviour amongst several users [MS10]. Thanks to
collaborative filtering, Amazon.com can say, “People who bought book A also bought
book B”. To generate this recommendation, all Amazon needs is a database of who has
bought what (so it can calculate who are the “people like you”). Then any time a user
that has tastes similar to yours buys a book that you have not bought, Amazon.com can
recommend that book to you.

• Content-based recommending. Content-based approaches recommend items that are
similar in content to items the user has liked in the past. Alternatively, the recommen-
dation can be based on items that match attributes of the user. These approaches are
sometimes also referred to as content-based filtering. By knowing more about a user or
about an item, it is possible to make better personalised recommendations. For instance,
suppose we are looking at the attribute “genre” of a movie. By knowing that a user
liked "Star Wars" and "Blade Runner," one may infer a predilection for the genre science
fiction and, subsequently, recommend "Twelve Monkeys" [MS10].

2.3.1 Symbolic Data Analysis (SDA)

In many domains of human activities it is now quite common to record huge sets of data in
large databases. It becomes a task of first importance to summarise these data in terms of their
underlying concepts in order to extract new knowledge from them. These concepts can only
be described by more complex type of data called “symbolic data” as they contain internal
variation and are structured [BD00].

When large data sets are aggregated into smaller more manageable data sizes we need more
complex data tables called symbolic data tables. The columns of such table are called vari-
ables and they are used in order to describe a set of units called individuals. Rows are called
symbolic descriptions of these individuals because they are not vectors of single quantitative
or categorical values. Actually, each cell of a symbolic data table contains either distributions,
intervals, or values linked by a taxonomy and logical rules [Did03]. For instance, in a table that
stores book prices from different bookstores, the price of a given book A could be represented
as an interval [15,25], which means that the price of book A varies from $15 to $25 in different
bookstores. In our work, the test cases and the testers are the individuals and the variables
associated to these individuals are stored using histogram-valued symbolic data. For example,
Tester03Category = {(feature testing,25%),(feature interaction,40%),(performance,35%)} de-
notes a symbolic description to the Tester03, with respect to the variable category, which reads:
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Tester03 has a weight of 25% in “feature testing”, 40% in “feature interaction”, and 35% in
“performance” with respect to the category attribute.

2.3.2 Recommender Systems Supported by Symbolic Data Analysis

The recommender systems presented in this work follow the content-based approach and they
use symbolic data to model both the test cases and the tester profiles. We adopted the techniques
proposed by Bezerra and Carvalho [BdC10] as their model of item and user captures very
closely our test cases and testers, respectively. The advantage of using SDA techniques and
structures is that the tester description synthesises the entire body of information taken from
the test case descriptions related to the tester profile. Then, as both testers and test cases are
described by histogram-valued symbolic data, one can compare tester interests and test cases
through a dissimilarity function [BdC10]. An example of how SDA works for the testing
domain is given in Section 3.2.

The following steps correspond to the recommendation process described by [BdC10] when
using the content-based approach and symbolic data analysis:

1. Construction of the symbolic description of the user profile.

2. Comparison between the user profile and an item to be recommended according to a
dissimilarity function.

3. Generation of a ranked list of items according to their comparison with the user profile.

How we apply these steps to build our similarity ranking is described in detail in Chapter 3.

2.4 Statistical Tests

In our experiment we used the following statistical tests:

• Analysis of Variance (ANOVA): ANOVA is a method of testing the equality of three or
more population means by analysing sample variances [Tri09]. The method we use is
called one-way analysis of variance because we use a single treatment (or property) to
categorise the populations. The ANOVA is classified as a parametric method because it
is based on sampling from a population with specific parameters, such as the mean µ , or
the standard deviation σ . Parametric methods usually must conform to some fairly strict
conditions, such as a requirement that the sample data come from a normally distributed
population.

Before applying the ANOVA we need to make sure that the following assumptions are
respected:

1. The populations have distributions that are approximately normal. If the popula-
tion does have a distribution that is far from normal, it is recommended to use the
Kruskal-Wallis test.

2. The populations have the same variance σ2 (or standard deviation σ ).
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3. The samples are simple random samples. (That is, samples of the same size have
the same probability of being selected.)

4. The samples are independent of each other. (The samples are not matched or paired
in any way.)

5. The different samples are from populations that are categorised in only one way.

Triola suggests that the first step to interpret the ANOVA results is understanding that
a small p-value (such as 0.05 or less) leads to rejection of the null hypothesis of equal
means while a large p-value (such as greater than 0.05), fails to reject the null hypothesis
of equal means [Tri09].

• Kruskal-Wallis: it is a nonparametric test that uses ranks of sample data from three
or more independent populations [Tri09]. Differently from the parametric methods, the
nonparametric tests do not require assumptions about the population distributions. The
Kruskal-Wallis test is used to test the null hypothesis that the independent samples come
from populations with the same distribution; the alternative hypothesis is the claim that
the population distributions are different in some way:

H0: The samples come from populations with the same distribution.

H1: The samples come from populations with different distributions.

Before applying the Kruskal-Wallis test the following assumptions need to be observed:

1. We have at least three independent samples, all of which are randomly selected.

2. Each sample has at least five observations.

3. There is no requirement that the populations have a normal distribution or any other
particular distribution.

• Tukey’s test: the Tukey’s test, also known as Tukey-Kramer method or Tukey’s HSD
(Honestly Significant Difference) test, is a single-step multiple comparison procedure
and statistical test generally used in conjunction with an ANOVA to find which means are
significantly different from one another. The test compares the means of every treatment
to the means of every other treatment; that is, it applies simultaneously to the set of all
pairwise comparisons and identifies where the difference between two means is greater
than the standard error would be expected to allow [Nat10]. The assumptions of Tukey’s
test are:

1. The samples are independent of each other. (The samples are not matched or paired
in any way.)

2. There is equal variation across observations.

• Anderson-Darling: the Anderson-Darling test is used to test if a sample of data came
from a population with a specific distribution. It makes use of the specific distribution
in calculating critical values. This has the advantage of allowing a more sensitive test
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and the disadvantage that critical values must be calculated for each distribution [Nat10].
When applied to testing if a normal distribution adequately describes a set of data, it
is one of the most powerful statistical tools for detecting most departures from normal-
ity [Ste86].

2.5 Controlled Experiments

Controlled experiments offer several specific benefits. They allow us to conduct well-defined,
focused studies, with the potential for statistically significant results. They allow us to focus
on specific variables, measures, and the relationships between them. They help us formulate
hypotheses by forcing us to clearly state the question being studied and allow us to maximise
the number of questions being asked. Such studies usually result in well defined dependent
and independent variables and well-defined hypotheses. They result in the identification of
key variables and good proxies for those variables. They allow us to measure the relationships
among variables [Bas07].

A controlled study provides good insights into why relationships and results do and do not
occur. It forces us to analyse the threats to validity, leading to insights in the identification of
where replications or alternate studies are needed and where variations might show different
effects.

2.6 Concluding Remarks

In this chapter we presented a brief introduction to software testing and we described the dif-
ferent test levels, test types, and test design techniques. We explained how the test allocation
process works at TTC and we presented some terms and concepts that are part of TTC’s rou-
tine. We also introduced some concepts related to recommender systems, statistical tests and
controlled experiments.

White-box testing is not the focus of this work as TTC only performs black-box testing in
the levels of component integration test and system test. Structural testing is the only test type
that is not performed on TTC: functional testing, non-functional testing, and testing related to
changes (re-testing and regression testing) are part of the TTC’s routine.

The recommender systems presented in this work follow the content-based approach (col-
laborative filtering is not in the scope of this work) and they use symbolic data to model both
the test cases and the tester profiles. We adopted the techniques proposed by Bezerra and Car-
valho [BdC10] as their model of item and user captures very closely our test cases and testers,
respectively.

In the next chapter we explain in more details how recommender systems can be applied in
the software testing domain.



CHAPTER 3

Recommender Systems and Testing

In this chapter we present how recommender systems can be applied to the testing domain. We
start by presenting the tester profiles and the assignment ways we are proposing in this work.
Then, we describe how we model test cases and tester profiles using symbolic data analysis
techniques. Finally, we illustrate how the tester profiles are built and we describe how we
calculate the similarity between a test case and a tester.

3.1 Recommender Systems Applied to the Testing Domain

Recommender systems [Kon04] are information filtering systems that recommend items (books,
music, movies, news, images, web pages, etc) that are likely to be of interest to a customer.
Since the 1990s these systems have been heavily used by sites like Amazon.com, Yahoo!Music
and Netflix. For instance, Amazon.com recommends books to customers based on their brows-
ing and shopping history. In the case of Amazon.com, the customer profile is built based on the
customer’s browsing and shopping history. In our case, the tester profile is built based on the
tester’s test execution history. An item for Amazon.com is a book. An item in our context is a
test case. We represent a recommendation as a pair (test case, tester).

When comparing the test case characteristics with the tester profile, those characteristics
may come from the test case itself (the content-based approach [FP09]) or from the tester’s
social environment (the collaborative filtering approach [HKTR04]). In our work, we use the
content-based approach and thus our recommendations are made by comparing a particular test
case with the tester profile and by evaluating their similarity. Alternatively we could compare
the tester profile with other testers before recommending test cases. This would be specially
useful while making recommendations for newcomers testers as their profiles does not have
much information yet. We intend to evaluate this approach as part of our future work.

In order to build the tester profile, the recommender systems need to collect some data
from the tester. This process of data collection can be made either explicitly (e.g. by asking
a tester to rate a test case or by asking testers to create a list of test cases that they like) or
implicitly (e.g. by observing the test cases that a tester has executed and the outcome of this
execution) [CBLW01, RP06]. Whichever data collection approach is used (explicit or implicit),
the more data collected from the tester, the better the recommendations. In our approach the
tester profile is built from implicitly collected data: the list of test cases ran in the past and the
list of valid defects raised/referenced by a tester. A valid defect is one that can be reproducible
by a developer and is later fixed. The concept of valid defect is introduced in Section 2.1.7.4.

We defined 6 allocation systems for assigning test cases to testers. They vary in the tester
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profile we use and in the algorithm that assigns a test case to a tester.
We propose 3 profiles for a tester:

• The expertise profile takes into account which test cases have been executed by a given
tester in the past. With this profile we try to infer whether or not a tester has knowledge
and experience in running a given test case. Recall that our context is that of manual test-
ing and the correct assignment of test cases to experienced testers may result in reduced
execution time. In order to have a flavour of a typical manual test case, see Figure 3.1 on
page 25.

• The effectiveness profile compiles all test cases in which the tester has found a valid
defect. The idea behind this profile is to try to infer which tester would have more chances
to reveal valid defects for a given test case. In principle, defect finding should not depend
on who is executing which test case (at least, this is what happens to automatic testing).
However, in the context of manual testing, where the test case might be ambiguous,
having found a valid defect with a particular test case in the past gives the tester some
valuable experience for running similar test cases in the present.

• The multi-objective profile (MO for short) combines expertise and effectiveness by as-
signing a different weight to each. Note that expertise and effectiveness can be seen as
two extremes of the same spectrum, which can be fine tuned through the MO profile
(the manager may decide to use 60% on expertise and 40% on effectiveness, for exam-
ple). In our experiment, reported in Chapter 5, we used our recommender systems with
50% weight to expertise and 50% weight to effectiveness as an attempt to capture the
manager’s intentions while allocating test cases to testers: test execution should be fast
(expertise) and effective (effectiveness).

We defined 2 different ways of assigning test cases to testers. Suppose we have to execute
50 test cases. And suppose that we have 5 testers available. It is often the case that the test
manager does not distribute test cases to testers uniformly, i.e. it is often the case that the test
manager will not allocate 10 test cases to each tester. Some testers are more experienced than
others, some are busier (already allocated to another activity) than others, some are faster than
others etc. Therefore, the distribution of test cases among testers is usually not uniform. One
variation of our allocation algorithm takes as input (from the test manager) the amount of test
cases each tester should execute (the tester’s workload). We call this algorithm Manager-based.
Alternatively, the recommender system could assign freely test cases to testers without taking
into account the manager’s distribution. We call this assignment Blind. Notice that the Blind
assignment also does not distribute test cases to testers evenly. It depends on the similarity
between a test case and a tester (similarity is explained in Section 3.3).

All possible combinations of profiles and assignment algorithms are shown in Table 3.1.
The 6 allocation systems are named after their profile and assignment algorithms: Exp-Manager,
Eff-Manager, MO-Manager, Exp-Blind, Eff-Blind and MO-Blind.

All allocation systems shown in Table 3.1 share the same kernel for building the profile
and checking similarity between a test case and a tester (details are described in sections 3.2
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Table 3.1 The allocation systems.
Allocation System Profile Assignment
Exp-Manager Expertise Manager-based
Eff-Manager Effectiveness Manager-based
MO-Manager MO Manager-based
Exp-Blind Expertise Blind
Eff-Blind Effectiveness Blind
MO-Blind MO Blind

and 3.3). In this work we adopt the recommender system proposed by Bezerra and Car-
valho [BdC10] based on Symbolic Data Analysis (SDA). In the next section we give an example
of how SDA works for the testing domain.

3.2 Test Cases and Tester Profiles

This section describes how we model test cases and tester profiles. We start by introducing the
test case structure and the terms/concepts used in the TTC through simple examples.

A test case is basically composed by an id (or name), a description (a short description
that highlights the test case objective), and a sequence of steps and expected results (ideally,
all the steps should have at least one expected result associated with it). Additional fields may
include, but are not limited to: feature ID, component, test case category, test case level, test
case type, preconditions, related requirements, cleanup, etc. Figure 3.1 shows a test case written
in Testlink [Tes09] that illustrates very closely the structure of a test case used at TTC. The test
case of Figure 3.1 verifies if it is possible to send a text message to an email address. This test
case is the same test case shown in Section 2.1.4. We show it again in order to describe details
relevant to the construction of the tester profile.

Figure 3.1 shows that the Test Case 25: tests the feature “SMS to e-mail”; is associated
to the components “e-mail” and “SMS”; and belongs to the “feature testing” category. There
are other test case attributes but, to illustrate our approach in the context of TTC, we will use
only feature, component and category. It is important to emphasise that our technique can be
customised to fit any other company’s attributes.

Table 3.2 presents how we abstract the test case TC25 in terms of its features, components,
categories, and description.

Table 3.2 Content description of the test case TC25.
Attribute Value
Feature 2801
Component e-mail, SMS
Category feature testing
Description “Ability to send SMS to e-mail address”
. . . . . .
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Figure 3.1 Example of a test case.

Each test case is represented by attributes whose values have a particular weight. In the
case of a textual variable, such as the description, it is pre-processed by the TF-IDF method.
Table 3.3 shows how the weights are calculated for the test case TC25. Each attribute has a
total weight equal to 1 and each value of a non-textual attribute has its weight evenly distributed
among their values. For example, components e-mail and SMS have, each one, 1

2 weight.
In the case of the textual variable description, the weight of each word computed from the
textual value comes from the TF-IDF. Before applying the TF-IDF technique, we perform the
following pre-processing in the test case descriptions:

1. Extract terms. Divide the test case description into terms (words) and remove punctuation
as well as non alphanumeric characters.

2. Terms normalisation. Normalise each word to make it lowercase.

3. Stop words removal. The objective of this step is to remove very common words which
are not significant to characterise a given document. We use a list that contains all stop
words that must be excluded. This is the reason why words such as the, is, at, of, and on,
are not considered when calculating the TF-IDF for the test case description.

Table 3.3 Test case TC25 with attributes, values and weights.
Attribute Values and Weights
Feature (2801, 1)
Component (e-mail, 1/2), (SMS, 1/2)
Category (“feature testing”, 1)

Description
(“ability”, 0.238), (“send”, 0.166),

(“sms”, 0.143), (“e-mail”, 0.233), (“address”, 0.220)
. . . . . .
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As an additional step, we could apply a stemming algorithm in the remaining terms after step 3.
Stemming is the process of reducing inflected (or sometimes derived) words to their stem,
base or root form [KMM00]. For example, after applying a stemming algorithm for the words
“fishing”, “fished”, “fish”, and “fisher”, all of them would be reduced for “fish”.

Our recommender systems store all test cases in a structure similar to that of test case TC25
(see Table 3.4). For simplicity, from now on, we use values like F1, F2, . . . for features, CMP1,
CMP2, . . . for components, CTG1, CTG2, . . . for categories, and W1, W2, . . . for words present
in the test case description.

Table 3.4 Test cases and their attributes.
Test Case Feature Component Category Description

TC01
(F1, 1/2), (CMP1, 1/3), (CTG2, 1) (W2, 0.245),
(F5, 1/2) (CMP3, 1/3), (W4, 0.236),

(CMP4, 1/3) (W5, 0.419)

TC02
(F2, 1/3), (CMP3, 1/2), (CTG4, 1/2), (W3, 0.425),
(F4, 1/3), (CMP5, 1/2) (CTG6, 1/2) (W7, 0.575)
(F8, 1/3)

TC03
(F3, 1/2), (CMP4, 1) (CTG1, 1) (W1, 0.197),
(F5, 1/2) (W6, 0.333),

(W8, 0.470)

TC04
(F3, 1/3), (CMP2, 1/2), (CTG4, 1) (W1, 0.531),
(F6, 1/3), (CMP5, 1/2) (W3, 0.243),
(F7, 1/3) (W8, 0.226)

TC05
(F3, 1/2), (CMP2, 1/3), (CTG1, 1/2), (W1, 0.631),
(F7, 1/2) (CMP5, 1/3), (CTG5, 1/2) (W9, 0.369)

(CMP7, 1/3)
. . . . . . . . . . . . . . .

Now that we have defined how test cases are modelled, we describe how we build the tester
profiles. As mentioned in Section 3, we work with three profiles: expertise, effectiveness, and
multi-objective.

3.2.1 The Expertise Profile

The expertise profile captures how much experience a tester has with respect to a set of features,
components, categories, and descriptions. Based on this profile we can calculate how similar a
given test case is in comparison to a given tester. The process of building the expertise profile
is achieved by performing the following steps:

1. Access the test case repository to get the list of all test cases ran by a given tester.

2. Create symbolic descriptions for all test cases collected on step 1.

3. Build the tester profile by consolidating the weights of each feature, component, cate-
gory, and description present in the test cases ran by that tester. Figure 3.2 illustrates this
process.
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Figure 3.2 Building the expertise profile.

In what follows we describe in more details how we construct the profile of a given tester.
Table 3.5 shows who has run each test case. We illustrate the construction of the profile of
Tester03. We can see that Tester03 has run test cases TC02, TC03 and TC04 in the past.

Table 3.5 Execution history.
TC01 TC02 TC03 TC04 TC05

Tester01 X X X
Tester02 X X X
Tester03 X X X
Tester04 X X X X
Tester05 X X X
. . . . . . . . . . . . . . . . . .

Table 3.6 shows the Tester03’s expertise profile, which was built taking into account the
execution history displayed in Table 3.5 and the test cases displayed in Table 3.4. As Tester03
executed test cases TC02, TC03 and TC04, we calculate the weights of each feature, com-
ponent, category, and description associated with those test cases. We have to calculate, for
example, the weights for the features F2, F3, F4, F5, F6, F7 and F8, as they are present in test
cases TC02, TC03 and TC04 (see Table 3.4). The weight of a given feature for a tester is the
average of the weights of all features present in the test cases performed by that tester. For
example, the weights for F3 are 0 (its weight in TC02), 1

2 (its weight in TC03) and 1
3 (its weight

in TC04). Therefore, the weight of feature F3 for Tester03 is the average of those weights:

1
3
·
(

0+
1
2
+

1
3

)
=

1
3
· 5

6
=

5
18

.

The weight of the remainder features, components, categories, and descriptions are calcu-
lated in the same way.
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Table 3.6 Tester03’s expertise profile.
Tester Feature Component Category Description
. . . . . . . . . . . . . . .

Tester03

(F2, 1/9), (CMP2, 1/6) (CTG1, 1/3), (W1, 0.243),
(F3, 5/18), (CMP3, 1/6), (CTG4, 1/2), (W3, 0.223),
(F4, 1/9), (CMP4, 1/3), (CTG6, 1/6) (W6, 0.111),
(F5, 1/6), (CMP5, 1/3) (W7, 0.191),
(F6, 1/9) (W8, 0.232)
(F7, 1/9)
(F8, 1/9)

. . . . . . . . . . . . . . .

3.2.2 The Effectiveness Profile

The steps for creating the effectiveness profile are very similar to the ones required to build the
expertise profile. The main difference is that, in addition to accessing the test case repository
to get the execution history information, we need to access the defect management systems
to get the information related to the defects raised/referenced by a given tester. The steps for
constructing this profile are described below:

1. Access the test case repository to get the list of all test cases in which the tester has
reported a defect. Note that, for the effectiveness profile, we are concerned only about
the “failed” test cases.

2. Connect to the defect management systems to get the final resolution of all defects
raised/referenced by a given tester in the test cases collected in the previous step. Only
valid defects are considered when creating the tester profile (defects that were terminated
as “wontfix” or “work as designed”, for example, are not considered).

3. Create symbolic descriptions for the test cases in which the tester has raised/referenced a
valid defect.

4. Build the tester profile by calculating the weights of each feature, component, category,
and description present in the test cases arising from the previous step. The profile cre-
ation process is illustrated in Figure 3.3.

After performing the step 1, we have a table that associates each test case with the respective
defect report ID raised/referenced by a given tester. Table 3.7 illustrates the outcome of this
step. As we can see, this table is very similar to Table 3.5, except that crosses are replaced by
defect report IDs.

Table 3.8 contains the final status and resolution of all defects raised/referenced by a given
tester, which illustrates an outcome of step 2.

Now that we have tables 3.7 and 3.8, we are ready to build the effectiveness profile. As
Tester03 found valid defects while running the test cases TC02 and TC04, we calculate the
weights of each feature, component, category, and description associated with those test cases.
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Figure 3.3 Building the effectiveness profile.

Table 3.7 Defect Report IDs per tester.
TC01 TC02 TC03 TC04 TC05

Tester01 BUG1403 BUG1987
Tester02 BUG0904
Tester03 BUG2801 BUG2011 BUG1985
Tester04 BUG1234
Tester05 BUG1412 BUG2005
. . . . . . . . . . . . . . . . . .

We have to calculate, for example, the weights for the components CMP2, CMP3, and CMP5
(see Table 3.4). The calculation of the weights is performed in the same way described above
for the expertise profile. The resulting effectiveness profile for Tester03 is displayed in Ta-
ble 3.9.

3.2.3 The Multi-objective Profile

As mentioned earlier, the multi-objective profile is built by combining the expertise and effec-
tiveness profiles by assigning a weight to each. The weight is assigned only after calculating
the similarity between a tester and a test case (the way we calculate the similarity is explained
in Section 3.3). The similarity between a tester and a test case is a number between 0 and 1: a
similarity = 1 means that the tester and the test case have profiles that match perfectly.

For instance, let us assume the manager assigns weight 60 to the expertise profile and weight
40 to the effectiveness profile. This means that expertise is more relevant than effectiveness.
If the similarity between a tester and a test case is 0.65 for the expertise profile and 0.73 for
the effectiveness profile, then the similarity between them for the multi-objective profile is the
weighted mean of the two: (0.65·60+0.73·40)

(60+40) = 0.68. In this work, we assigned equal weights of
50 to both profiles.
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Table 3.8 Defect Reports - Status and Resolution
Tester Defect Report ID Status Resolution

Tester01 BUG1403 Verified Invalid
Tester01 BUG1987 Resolved Fixed
Tester02 BUG0904 Resolved Duplicate
Tester03 BUG2801 Resolved Fixed
Tester03 BUG2011 Verified Invalid
Tester03 BUG1985 Verified Fixed
Tester04 BUG1234 Resolved Invalid
Tester05 BUG1412 Verified Wontfix
Tester05 BUG2005 Verified Fixed

Table 3.9 Tester03’s effectiveness profile.
Tester Feature Component Category Description
. . . . . . . . . . . . . . .

Tester03

(F2, 1/6), (CMP2, 1/4), (CTG4, 3/4), (W1, 0.265),
(F3, 1/6), (CMP3, 1/4), (CTG6, 1/4) (W3, 0.334),
(F4, 1/6), (CMP5, 1/2) (W7, 0.288),
(F6, 1/6), (W8, 0.113)
(F7, 1/6),
(F8, 1/6)

. . . . . . . . . . . . . . .

3.3 Calculating Similarity

This section describes how to calculate the similarity between a test case and a tester [BdC10].
The similarity degree is a number between 0 and 1. The closer to 1 the similarity is, the more
advisable it is to allocate a given test case to a tester. Let us calculate the similarity between
the test case TC05 (Table 3.4 on page 26) and the Tester03 (Table 3.6 on page 28) with respect
to the expertise profile.

Let C = {CMP2,CMP5} be the set of common components between TC05 and Tester03.
Let TC = {CMP7} and T = {CMP3,CMP4} be the sets of components that belong exclusively
to TC05 and Tester03, respectively (see Figure 3.4).

We will calculate four sums of weights: α , β , γ and δ . The sum α is the sum of weights
from TC05 for the elements in C and the sum β is the sum of weights from Tester03 for the
elements in C. Note that α and β are common components that capture the agreements between
the Tester03’s profile and the test case TC05. As CMP2 and CMP5 have 1/3 weight each for
TC05, α is the sum of these values. For Tester03, the weights for CMP2 and CMP5 are 1/6 and
1/3, respectively. Then, β is the sum of 1/6 + 1/3.

α =
1
3
+

1
3
=

2
3

β =
1
6
+

1
3
=

1+2
6

=
1
2

The sum γ is the sum of weights from Tester03 for the elements in T and the sum δ is
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Figure 3.4 Components for TC05 and Tester03.

the sum of weights from TC05 for the elements in TC. As CMP3 and CMP4 are exclusive
components of Tester03 profile (TC05 does not assess those components), γ is the sum of these
components’ weights: 1/6 + 1/3 (note that this is the same of complement of β : 1−1/2 = 1/2).
CMP7 is the only exclusive component of TC05, thus the value of δ is equal to CMP7 weight
for TC05: 1/3 (or the complement of α: 1− 2/3 = 1/3). The sums γ and δ capture the
disagreements between the Tester03’s profiles and the test case TC05.

γ =
1
6
+

1
3
=

1+2
6

=
1
2

δ =
1
3

The dissimilarity with respect to components is calculated through the following equation:

1
2
·
(

γ +δ

α + γ +δ
+

γ +δ

β + γ +δ

)
(3.1)

The dissimilarity measures how much disagreement exists between the tester profile and a given
test case. The term γ+δ

α+γ+δ
captures the proportion of dissimilarity with respect to α while the

term γ+δ

β+γ+δ
calculates the proportion of dissimilarity with respect to β . The dissimilarity

equation is the average of these two measures.
In the case of test case TC05 and Tester03, with respect to the attribute component, we

have:
1
2
·
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1
2 +

1
3

2
3 +
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+
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2 +

1
3

1
2 +

1
2 +

1
3

)
∼= 0.59.

The dissimilarities for feature, category, and description are calculated in the same way. In
this case, the results (omitted here for simplicity), are approximately 0.50 for feature, 0.74 for
category, and 0.73 for description. In Table 3.10 we show the partial dissimilarities, the total
dissimilarity, and the similarity between Tester03 and each test case displayed in Table 3.4.

The total dissimilarity is the average of the partial dissimilarities: (0.59+ 0.50+ 0.74+
0.73)/4 = 0.64. The similarity degree is the complement of this value: 1−0.64 = 0.36. Thus,
the similarity between the Tester03 and the test case TC05 is 36%. The expertise profile of
tester T03 shows highest similarity with test case TC04 with a 62% similarity.

In cases when there is no common elements between the tester profile and a given test case,
then Equation 3.1 will return dissimilarity 1.0, which means similarity = 0 between the tester
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Table 3.10 Calculating similarities for Tester03.
Partial Dissimilarities Total

Test Case Feature Component Category Description Dissimilarity Similarity
TC01 0.81 0.59 1.00 1.00 0.85 15%
TC02 0.53 0.42 0.29 0.48 0.43 57%
TC03 0.46 0.53 0.53 0.35 0.47 53%
TC04 0.42 0.42 0.42 0.27 0.38 62%
TC05 0.50 0.59 0.74 0.73 0.64 36%

and that attribute. In Table 3.10 this situation happened twice for test case TC01, attributes
category and description (see values in boldface).

Too many common elements, on the other hand, tend to result in high similarity values.
If we look at Tables 3.4 and 3.6, we can see that the Tester03 profile contains all the words
available in the description of TC04 (W1, W3, and W8). This is why they achieved the lowest
dissimilarity value (0.27) in Table 3.10 for Description.

The work by Bezerra and Carvalho [BdC10] describes in details all the equations used in
our recommender systems.

3.4 Concluding Remarks

In this chapter we described how Recommender Systems can be used for assigning test cases
to testers. We started by introducing some key terms and concepts related to the test cases and
the defect reports at TTC, and then, we presented the 3 tester profiles proposed on this work:
expertise, effectiveness, and multi-objective.

We explained how we get information from the test repository and from the defect man-
agement systems to build the tester profiles. We chose to use SDA techniques and structures to
model our testers and test cases and we presented the main advantages of using such a model.

We demonstrated how we calculate the similarity between a tester and a test case. In short,
the similarity is 1-dissimilarity, and the dissimilarity is calculated by the proportion of agree-
ments and disagreements between the tester and the test case. The computation of dissimilarity
was introduced by Bezerra and Carvalho [BdC10], whose work proposes a recommender sys-
tem based on SDA. Bezerra and Carvalho did not, however, applied their recommender system
to testing.

Having the similarities between the testers and the test cases of an allocation input is half-
way to our approach as the assignment of test cases will depend on either the workload of the
testers (Manager-based assignment) or the similarity degree itself (Blind assignment).

In the next chapter we will describe in more details how our allocation systems were devel-
oped and how they actually assign test cases to testers.



CHAPTER 4

The Test Allocation Systems

In this chapter we describe how the test allocation systems assign test cases to testers as well
as we discuss some implementation details. All allocation systems are implemented in a tool
called “Test Case Recommender” (TCR).

4.1 The TCR Implementation and Architecture

Our allocation systems were developed in Python [Lut06] using the Eclipse Integrated Devel-
opment Environment [Hol04] and Pydev (a third-party plug-in for Eclipse) [LMS10]. Rapid
development and a powerful standard library were key characteristics for the choice of this
programming language. Besides that, the ease of communication with the test case repository
through SQL queries was also a deciding factor. Although we have only ran our recommender
system in Windows, as the system is developed in Python, it is compatible with many operating
systems like Mac OS X and Linux.

Figure 4.1 shows the TCR architecture: the tool receives as input the cutoff value, the profile
and the assignment algorithm to be used. The cutoff is the minimum acceptable similarity
percentage. Its usage is explained in details below.

Figure 4.1 The TCR architecture.

Figure 4.2 shows a snapshot of Test Case Recommender main screens. The left screen
shows how the manager enters the necessary data to create a new test plan. The manager
provides the list of test cases to be allocated (1); and selects the testers that are available to par-
ticipate in that test execution (2). Additionally, the manager may provide the maximum amount
of test cases (workload) that can be allocated to each tester. At this point, the manager is im-
plicitly choosing between the assignment algorithms Manager-based or Blind. If the manager
leaves the workload field empty for all the testers selected, then the Blind algorithm is assumed.
Otherwise, the Manager-based algorithm is used and the workloads defined are observed. The
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next step is the profile selection and the manager can choose between Expertise, Effectiveness,
and Multi-objective (3). If the Multi-objective profile is chosen, additional fields are displayed
so the manager can define the weights to be used by each profile (Expertise and Effectiveness).
Finally, the manager defines the cutoff. The cutoff defines a similarity percentage that makes
the algorithms to ignore allocations whose similarity is below that value. In Figure 4.2, any
pair (test case, tester) with similarity below 5% is not allocated. This prevents the algorithm to
recommend pairs that have very low similarity. TCR is now ready to start allocating test cases
to testers.

Figure 4.2 The TCR user interface.

The right side screen in Figure 4.2 illustrates an output from the TCR: a test plan containing
the pairs (test case,tester) recommended by the algorithm. In this example, test cases TC001
and TC004 were assigned to Tester02 while the test cases TC003 and TC002 were assigned to
Tester01. The pairs are ordered by the similarity rate (descending order). Notice that the man-
ager has the possibility to change the tester, which was suggested by the algorithm, assigned
to a given test case. If the manager judges that the tester suggested by the TCR is not suitable
for a given test case, a different tester can be selected from the list of testers available that is
displayed in the combo box (4). As a future work, we plan to watch the changes performed
by the manager and feed the TCR with them so it can make the necessary adjustments in the
tester profiles to avoid that “inappropriate allocation” in future test plans. The test cases that
were not assigned to anyone due to either low similarity or workload limitation (in the case
of Manager-based systems) are also displayed on this screen (5) so the manager can manually
assign testers to run the remaining test cases.

4.2 The Assignment Algorithms

When the TCR is run for the first time, it builds up the testers profiles (tables 3.6 and 3.9
on pages 28 and 30, respectively) and the test case descriptions (Table 3.4 on page 26). As
described in Chapter 3, this step is achieved by communicating with the test case repository
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(in order to collect data from previous test executions) and the defect management systems (to
collect information about the defects raised/referenced by the testers). Figure 4.3 illustrates this
process. Those repositories allow us to create both the expertise and the effectiveness profiles
for each tester. The multi-objective profile is built later on by combining the expertise and
effectiveness profiles. In the multi-objective profile, the similarity value between a tester and a
test case is the weighted mean of the similarities, calculated according to the weights defined
by the manager, for the expertise and effectiveness profiles. This is why this profile is not built
at this first moment.

Figure 4.3 TCR creating the tester profiles and the test case descriptions.

The expertise and the effectiveness profiles are generated from scratch in the first run (at
the installation of the TCR). This process takes 3 minutes for the particular configuration of
TTC (details are explained in Section 4.3 below). Subsequent runs updates the profiles instead
of rebuilding them from scratch. The update takes no more than 30 seconds.

Having the initial setup done, the TCR is ready to assign test cases. For the next step, it
takes as input (from the test manager) the allocation input: a list of test cases to be executed and
a list of testers available for that execution. Then, the test manager selects the profile (Expertise,
Effectiveness or Multi-objective) to be used in that test allocation. With this information, the
TCR calculates the relevance (through the similarity degree) of each test case for all the testers
available (see Figure 4.4).

An example of the outcome of this step is shown in Table 4.1. We give as allocation input
to the algorithms 5 test cases (TC01, TC02, TC03, TC04 and TC05) and 2 testers (Tester01 and
Tester02). The algorithm computes the similarity of all pairs (test case,tester) and orders them
by similarity. Our algorithms discard from this list all pairs (test case,tester) whose similarity is
smaller than 5%. Therefore, the pairs (TC02,Tester02), (TC04,Tester01) and (TC05,Tester02)
are not taken into account during the production of the recommendation list.

The last step is the test allocation itself. The way this step is performed depends on the
assignment algorithm (Manager-based or Blind) selected by the manager. In the next sections
we explain in details how the assignment algorithms work.
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Figure 4.4 Similarity computation.

Table 4.1 Similarities.
Test Case Tester Similarity

TC01 Tester02 65,78%
TC03 Tester02 62,75%
TC03 Tester01 59,65%
TC04 Tester02 57,19%
TC02 Tester01 55,17%
TC01 Tester01 33,63%
TC05 Tester01 13,46%
TC02 Tester02 2,44%
TC04 Tester01 1,45%
TC05 Tester02 1,45%

4.2.1 The Manager-Based Assignment

Figure 4.5 shows the overall process for the construction of the recommendation when using the
Manager-based assignment. The manager provides as input the workload of each tester: how
many test cases each tester is supposed to run. Note that, in this case, the test case assignment
does not depend on the similarity degree between a test case and a tester alone; it also depends
on the workload defined by the manager for each tester. The algorithm takes the outcome of
the previous step (Figure 4.4) and computes the recommendation as described in what follows.

Algorithm 1 shows how the Manager-based assignment work. The actual code in Python is
obviously more elaborate than Algorithm 1, but for conciseness we describe here a simplified
version. Algorithm 1 receives as input a list of the testers to be allocated, a list containing the
maximum amount of test cases that can be assigned to each tester (workload), the cutoff , and
a table containing the similarities calculated for each test case and each tester. The output of
this algorithm is the test plan containing the list of all pairs (test case,tester) suggested by the
algorithm. In this algorithm, an empty list is represented by [ ], an element from the list L in
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Figure 4.5 Manager-based recommendation.

the n-th position is L[n], the assignment of a variable v by the expression e is (v ←− e), ∧ is
the logical AND and ¬ represents logical negation.

At first, the testPlan is empty and the counter i starts with 0. The variable i will iterate over
the testers. The function thereArePossibleAllocations() verifies if it is possible to allocate test
cases to testers, i.e., it verifies if there are testers whose workload have not been reached yet. If
this is the case, it verifies if there are test cases not allocated to testPlan and are available for
available testers. If these test cases and testers exist, and their similarity is greater than or equal
to the cutoff , then the loop continues. Otherwise, the loop ends. The list testers is handled as
a circular list. So, at each iteration, a different tester will have the opportunity to “receive” a
test case. aTester receives the tester of the turn and aTestCase receives the test case that has the
highest similarity with aTester and was not allocated yet. If the maximum workload of aTester
has been achieved, then this tester is done and is removed from the allocation. Otherwise, if
the similarity between aTestCase and aTester is above the cutoff , then we allocate aTestCase
to aTester. We make sure this test is not allocated anymore by removing it. If the similarity is
below the cutoff , then we remove the pair (aTestCase,aTester) from the similarity table. The
next tester takes the turn (i++) and the loop continues.

To illustrate Algorithm 1, let us assume the manager decides to allocate the amount of test
cases to each tester (workload) according to Table 4.2. The test team always has to run all test
cases of the allocation input. Therefore, it is usually the case that the manager will provide a
workload whose sum is the number of test cases to be executed. This is not a restriction of our
tool, though. If the manager decides to provide a workload whose sum is less than the total
number of test cases to be executed, then some test cases will remain unassigned at the end of
our tool execution.

The Manager-based algorithm tries to allocate one test case for each tester in each iteration
over Table 4.1. Let us assume that testers is the list [Tester02,Tester01]. So, in the first iteration
(i = 0), the test case with the highest similarity to Tester02 is allocated: in our case, test case
TC01 is allocated to Tester02. As TC01 cannot be allocated anymore, it is removed from the
similarity table. Table 4.3 shows the outcome of the first iteration. We show in boldface the
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Algorithm 1: Manager-based algorithm
Input: testers /* list of the testers to be allocated */

workload /* maximum amount of test cases per tester */
cutoff /* minimum acceptable similarity */
similarities /* similarities between test case and testers */

Output: testPlan /* A list of pairs (test case,tester) */

testPlan ←− [ ] /* testPlan starts with the empty list */
i ←− 0 /* iterator over testers */
while thereArePossibleAllocations(similarities,testPlan,workload,cutoff) do

aTester ←− testers[i mod length(testers)]
aTestCase ←− getHighestSimilarity(aTester,similarities)
if workloadSoFar(aTester,testPlan) = maximumWorkload(aTester,workload) then

removeTester(aTester, testers)
else

if getSimilarity((aTestCase,aTester),similarities) ≥ cutoff then
add((aTestCase,aTester), testPlan)
remove(aTestCase,similarities)

else
remove((aTestCase,aTester),similarities)

end
end
i++

end

Table 4.2 Manager-based assignment: amount of test cases per tester.
Tester Amount of Test Cases

Tester01 2
Tester02 3

pair that has been allocated, and we strike through those that have been removed.
In the second iteration (i = 1), it is the turn of Tester01. The test case with the highest

similarity with this tester is TC03. Then, Tester01 receives TC03 and this test case is removed
from the similarity table (see Table 4.4).

The loop continues to the third iteration (i = 2) and Tester02 has the turn again. TC04,
which is the test case with the highest similarity to Tester02, is allocated and subsequently
removed from similarity table (see Table 4.5).

In the fourth iteration (i= 3), Tester01 receives TC02. Notice that Tester01 is now allocated
to run 2 test cases, which is the maximum workload defined for this tester. In the next time
Tester01 receives the turn, the algorithm will remove this tester from the circular list testers
(see Table 4.6).

Tester02 has the turn in the fifth iteration (i = 4) and the test case with the highest simi-
larity with this tester is TC05. Although TC05 is still available (not allocated) and Tester02
has not reached the maximum workload yet (the current workload for Tester02 is 2, while the
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Test Case Tester Similarity
TC01 Tester02 65,78%
TC03 Tester02 62,75%
TC03 Tester01 59,65%
TC04 Tester02 57,19%
TC02 Tester01 55,17%
——–TC01 ———–Tester01 ———-33,63%
TC05 Tester01 13,46%
TC02 Tester02 2,44%
TC04 Tester01 1,45%
TC05 Tester02 1,45%

Table 4.3 Manager-based: first iteration.

Test Case Tester Similarity
TC01 Tester02 65,78%
——–TC03 ———–Tester02 ———-62,75%
TC03 Tester01 59,65%
TC04 Tester02 57,19%
TC02 Tester01 55,17%
——–TC01 ———–Tester01 ———-33,63%
TC05 Tester01 13,46%
TC02 Tester02 2,44%
TC04 Tester01 1,45%
TC05 Tester02 1,45%

Table 4.4 Manager-based: second iteration.

Test Case Tester Similarity
TC01 Tester02 65,78%
——–TC03 ———–Tester02 ———-62,75%
TC03 Tester01 59,65%
TC04 Tester02 57,19%
TC02 Tester01 55,17%
——–TC01 ———–Tester01 ———-33,63%
TC05 Tester01 13,46%
TC02 Tester02 2,44%
——–TC04 ———–Tester01 ———-1,45%
TC05 Tester02 1,45%

Table 4.5 Manager-based: third iteration.

Test Case Tester Similarity
TC01 Tester02 65,78%
——–TC03 ———–Tester02 ———-62,75%
TC03 Tester01 59,65%
TC04 Tester02 57,19%
TC02 Tester01 55,17%
——–TC01 ———–Tester01 ———-33,63%
TC05 Tester01 13,46%
——–TC02 ———–Tester02 ———-2,44%
——–TC04 ———–Tester01 ———-1,45%
TC05 Tester02 1,45%

Table 4.6 Manager-based: fourth iteration.

maximum workload defined by the manager is 3), this pair is not added to the testPlan be-
cause the similarity between Tester02 and TC05 is 1.45%. As it is below the cutoff, the pair
(TC05,Tester02) is removed from the similarity table (see Table 4.7).

In the sixth (and last) iteration (i = 5), Tester01 has the turn. However, as the maximum
workload defined for this tester (2 test cases) has been already reached, Tester01 is removed
from the circular list testers and the loop finishes as there are no more allocations to be done.
Note that not all test cases are allocated: test case TC05 is not assigned to anyone.

In summary, the Manager-based algorithm iterates over the testers and recommend test
cases to testers based on the following restrictions: (i) a tester is allocated at most once per
iteration; (ii) previously allocated test cases are disregarded; (iii) the workload of each tester
must not exceed the manager’s input; and (iv) the similarity must be above a certain value (in
our example, we used a 5% cutoff). The final recommendation can be seen at Table 4.8.

4.2.2 The Blind Assignment

For the Blind systems (Exp-Blind, Eff-Blind and MO-Blind), the workload of each tester is not
given as input. Figure 4.6 depicts the overall process for the computation of Blind assignment.
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Test Case Tester Similarity
TC01 Tester02 65,78%
——–TC03 ———–Tester02 ———-62,75%
TC03 Tester01 59,65%
TC04 Tester02 57,19%
TC02 Tester01 55,17%
——–TC01 ———–Tester01 ———-33,63%
TC05 Tester01 13,46%
——–TC02 ———–Tester02 ———-2,44%
——–TC04 ———–Tester01 ———-1,45%
——–TC05 ———–Tester02 ———-1,45%

Table 4.7 Manager-based: fifth iteration.

Test Case Tester
TC01 Tester02
TC03 Tester01
TC04 Tester02
TC02 Tester01

Table 4.8 Manager-based: final recommendation.

Figure 4.6 Blind recommendation.

Algorithm 2 shows how the Blind algorithm works. It receives the list of testers to be allo-
cated, the cutoff point, and the similarity table. The output of this algorithm is the same as the
output of Algorithm 1: a test plan containing the list of all pairs (test case,tester) allocated by the
algorithm. The testPlan starts as an empty list and the function thereArePossibleAllocations()
does a similar work as the one in Algorithm 1: it verifies if it is still possible to allocate test
cases to testers. The only difference is that no workload is taken into account. The function
getPairWithHighestSimilarity() returns the pair (aTestCase,aTester) that has the highest simi-
larity amongst all the possible pairs. If the similarity between the test case and the tester from
the pair returned by getPairWithHighestSimilarity() is greater than or equal to the cutoff , then
that pair (aTestCase,aTester) is added to the testPlan. Analogously to Algorithm 1, once a
test case is allocated to a given tester, all the instances of that test case are removed from the
similarity table as the same test case is allocated to at most one tester.

To illustrate the Blind algorithm in action, for the similarities given in Table 4.9, the first
allocation is for the pair (TC01,Tester02). TC01 is then removed from the similarity table as it
cannot be assigned anymore. After that, the Blind algorithm allocates the pair (TC03,Tester02)
and removes TC03 from the similarity table. Later, the pairs (TC04,Tester01), (TC02,Tester01)
and (TC05,Tester01) are allocated. The final recommendation is shown in Table 4.9. Although
in this example all test cases have been allocated, it is not the case in general. It is possible
that, for a particular test case, its similarity is below the cutoff with respect to any tester. In this
case, this test case is never allocated.
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Algorithm 2: Blind algorithm
Input: testers /* list of the testers to be allocated */

cutoff /* minimum acceptable similarity */
similarities /* similarities between test case and testers */

Output: testPlan /* A list of pairs (test case,tester) */

testPlan ←− [ ] /* testPlan starts with the empty list */
while thereArePossibleAllocations(similarities,testPlan,cutoff) do

(aTestCase,aTester) ←− getPairWithHighestSimilarity(similarities)
if getSimilarity((aTestCase,aTester),similarities) ≥ cutoff then

add((aTestCase,aTester), testPlan)
remove(aTestCase,similarities)

end
end

Test Case Tester Similarity
TC01 Tester02 65,78%
TC03 Tester02 62,75%
——–TC03 ———–Tester01 ———-59,65%
TC04 Tester02 57,19%
TC02 Tester01 55,17%
——–TC01 ———–Tester01 ———-33,63%
TC05 Tester01 13,46%
——–TC02 ———–Tester02 ———-2,44%
——–TC04 ———–Tester01 ———-1,45%
——–TC05 ———–Tester02 ———-1,45%

Table 4.9 The Blind algorithm allocation.

Test Case Tester
TC01 Tester02
TC03 Tester02
TC04 Tester02
TC02 Tester01
TC05 Tester01

Table 4.10 Blind algorithm: final recommendation.

So, basically the Blind algorithm iterates over Table 4.9 and the restrictions to be met are:
(i) the highest similarities are chosen; (ii) the same test case is allocated to at most one tester;
and (iii) pairs whose similarities are below the cutoff value of 5% are discarded. The final
recommendation of the Blind algorithm is shown in Table 4.10.

4.3 On Performance

The first step performed by the TCR is the construction of the testers profiles (Table 3.6 and
Table 3.9 on pages 28 and 30, respectively) and the test case descriptions (Table 3.4 on page 26).
This step takes about 3 minutes considering the particular configuration of TTC (a database
with approximately 120,000 entries) running on an Intel T2050, 1.6GHz, 1GB of RAM. Notice
that this step needs to run only in the first time we run the TCR (say, at installation time). In
subsequent runs, the system simply updates the tester’s profiles that was built from scratch in
the first run. In this case, the time to update the profiles is negligible. The second and third step
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generates Table 4.1 (on page 36), and Table 4.8 (on page 40) or Table 4.10, page 41, depending
on the assignment algorithm chosen by the manager. This step takes no more than 30 seconds
considering an allocation input with 300 test cases and 10 testers. Therefore, performance does
not seem to be an issue even in an industrial context.

4.4 Concluding Remarks

In this chapter we presented the TCR architecture and discussed some of its implementation
details. We described how the assignment algorithms work and we illustrated how they assign
test cases to testers through simple examples.

Both Manager-based and Blind algorithms do not necessarily allocate all test cases. Recall
that pairs (test case,tester) whose similarity are smaller than 5% are discarded. There are test
cases that are poorly documented (attributes are missing) and therefore their similarity to all
testers are below 5%. In addition to that, in the case of Manager-based systems, the workload
for each tester may prevent some test cases to be allocated despite having a similarity above
5% (see the pair (TC05,T01) in the example of Section 4.2.1).

Manager-based and Blind assignment have their advantages and disadvantages. On the one
hand, the Manager-based algorithm produces allocations which are consistent with the tester’s
availability. On the other hand, it requires the manager to know in advance, and provide as
input, the workload of all testers to achieve such a result. Furthermore, as the similarity is
not the only factor considered during the allocation process, the suggested allocation may not
be the most appropriate one. The Blind algorithm, on its turn, may produce better allocations
as it is based solely on the similarity between test case and testers. However, it can suggest
workloads that are totally misaligned with the actual tester’s availability.

In the next chapter we present a controlled experiment that was performed in order to eval-
uate the effectiveness of our allocation systems.



CHAPTER 5

Recommender Algorithms Evaluation

This chapter presents a controlled experiment designed to evaluate the effectiveness of the
allocation systems. We start by stating the problem investigated and defining our research ob-
jective. Then, we give some details about the experimental planning and its execution. Finally,
we report the results of our experiment and address the threats to validity.

5.1 Introduction

The purpose of this section is to set the scope of our experiment. In the next sections we state
the problem investigated in our experiment, we define our research objective, and we present
the context in which the experiment was conducted.

5.1.1 Problem Statement

One important activity at TTC is the test case allocation. Typically, a test manager has to
allocate hundreds of test cases to be executed by the testers available at that moment. In order
to perform this task, the test manager takes between 15 to 35 minutes, depending on the amount
of tests to be allocated. This task is executed routinely at TTC: around 10 times per week,
which means that the time spent on this task per year varies from 16 to 30 working days. A bad
allocation has also an impact on the execution time of the test suite and the effectiveness of it
(fewer defects found).

By allocating a test to an experienced tester, which is someone who has executed that test
(or similar tests) in the past, the execution time may reduce. Analogously, a tester who has
found defects executing a particular test in the past is a good candidate to execute that same test
again or other tests that are similar to that.

The introduction of the allocation systems presented in this work can help the managers to
perform better allocations faster. To identify which allocation system achieve better results, we
need to evaluate the performance of each one of them in a controlled experiment.

5.1.2 Research Objective

The research objective of this experiment is to:

Analyse the performance of the proposed allocation systems for the purpose of compari-
son with respect to the rate of unassigned test cases and the adequacy of the achieved test
allocation from the viewpoint of test managers in the context of manual test execution at
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TTC.

An unassigned test case is a test case that the allocation system did not allocate to any tester.
This happens either because the similarities of this test case with all testers were smaller than
the cutoff point (in our experiment, we used 5%) or because of the workload of the testers (in
the case of Manager-based systems).

5.1.3 Context

The experiment was conducted in the context of TTC, a company that outsources testing ser-
vices to a mobile phone manufacturer. TTC performs black-box testing and most of them are
executed manually.

5.2 Experimental Planning

We designed an experiment to evaluate the effectiveness of our six allocation systems against of
the manager’s allocation and random allocations. We compared the performance of our systems
with respect to the history of allocations done by the managers of TTC from November 2009
to September 2010, over a subset of 9 products (a product at TTC is a mobile phone model).

5.2.1 Goals

In order to achieve our research objective, we defined the following goals for this study, ac-
cording to the Goal/Question/Metric method [BCR94]:

G1: Evaluate the unassignment rate of each allocation system.

G2: Evaluate and compare the effectiveness of each allocation system with respect to the
following approaches: real manager’s allocation and random allocation.

For assessing the goal G2, the managers’ allocations are considered to be the golden-
standard for comparing the results obtained by our allocation systems. Comparing the per-
formance of recommender algorithms to a human being is a well established practise in the
Artificial Intelligence domain as such systems typically attempt to mimic the human being
choices. Before we introduce the questions to be answered by this experiment, we define some
concepts that are used in our metrics.

Let TCS and TCM be test cases, and TS and TM be testers. Let (TCS,TS) and (TCM,TM)
be allocations recommended by our system and by the manager, respectively. Whenever our
system recommends an allocation exactly as the manager did, we say that our system produced
a strictly correct pair. In other words, whenever TCS = TCM and TS = TM, (TCS,TS) is a strictly
correct pair.

The concept of a strict correct pair can be relaxed. Instead of expecting our allocation
systems to get answers exactly the same as the managers, we could instead define the concept
of an approximately correct pair. Let us assume that the testers can be grouped according
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to their skills. Suppose that G1 is the group of the most talented testers, G2 is the group of
the second most talented testers, and so on. The pair (TCS,TS) is an approximately correct pair
whenever TCS = TCM and TS belongs to the same group as TM. These groups have been defined
by two test managers from TTC (Section 5.2.4 describes how these groups were defined).

With the strict metrics, we take the risk of an approximately correct pair being regarded
as incorrect. On the other hand, the approximate metrics assume that the groups of equivalent
testers are the same for all allocation inputs. This assumption may not be always true, as the
groups may change depending on the given allocation input (for example, the group of most
talented testers may depend on the component being tested).

We intend to assess our allocation systems in terms of strictly correct pairs and approxi-
mately correct pairs. The assessment of the goals G1 and G2 is performed by answering the
following questions.

Qa [unassignment] Which allocation system leaves more test cases unassigned?

Qb [strict precision] How many pairs (test case,tester) recommended by the allocation sys-
tem are correct?

Qc [strict recall] How many pairs (test case, tester) recommended by the manager are also
recommended by the allocation system?

Qd [approximate precision] How many pairs (test case,tester) recommended by the alloca-
tion system are approximately correct?

Qe [approximate recall] How many pairs (test case,tester) recommended by the manager
are also recommended (in an approximate way) by the allocation system?

Questions Qb to Qe are answered by well-established metrics from the Artificial Intel-
ligence domain called precision and recall. The questions Qa to Qe are directly answered
through the following metrics, respectively.

Ma [unassignment]

U =
# of unassigned test cases

# of tests in the allocation input
(5.1)

Mb [strict precision]

P =
# of strictly correct pairs

# of recommendations of the algorithm
(5.2)

Mc [strict recall]
R =

# of strictly correct pairs
# of recommendations of the manager

(5.3)

Md [approximate precision]

AP =
# of approximately correct pairs

# of recommendations of the algorithm
(5.4)
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Me [approximate recall]

AR =
# of approximately correct pairs

# of recommendations of the manager
(5.5)

The unassignment metric Ma computes the amount of unassigned test cases for each allo-
cation system with respect to the total amount of test cases given in the allocation input. For
instance, if the allocation system manages to allocate 75 test cases out of 100 test cases given
in the allocation input, its unassignment metric is 25%.

Strict precision Mb computes the total amount of strictly correct pairs with respect to the
total amount of recommendations made. If, for example, 75 pairs are recommended by the
allocation system (i.e. given as output) and only 45 pairs are strictly correct, then its strict
precision Mb is 60%.

The strict recall metric Mc computes the percentage of strictly correct pairs recommended
by the allocation system with respect to all correct pairs, which are those pairs allocated by
the manager. If, for instance, 100 test cases are allocated by the manager and, out of those
recommended by the allocation system, only 45 test cases are strictly correct pairs, then Mc=
45%. Note that the manager always allocates all test cases. So, out of 100 test cases given in
the allocation input, the manager always allocates 100 test cases. The manager does not leave
test cases unassigned, only the allocation systems do.

The approximate precision and approximate recall, Md and Me respectively, are analogous
to the strict precision and the strict recall. The only difference is that, in an approximate metric,
a correct pair takes into account a group (or class) of equivalent testers.

For unassignment, the lower the rate, the better. For the other metrics, the higher the per-
centage, the better.

5.2.2 Participants

We run our allocation systems using historical data. There were no participants on that phase
of the experiment. However, in order to calculate the approximately correct pairs, we needed to
know the groups or classes of equivalent testers. To produce these groups, we asked two TTC’s
test managers to define them in cooperation. They are both equally experienced and they each
happen to know a significant subset of the testers involved in the past allocations. The fact that
no one knew all the testers was not a problem, as their subsets intersect substantially, and the
union of their subsets comprises all testers.

5.2.3 Experimental Material

The objects used in the experiment are the allocation inputs, the Test Case Recommender, and
the manager’s allocation.

• Allocation Inputs. Recall that an allocation input is a list of test cases and a list of testers
to be allocated. Basically, an allocation input is the input of our allocation systems. The
test plan is the outcome of the allocation: a list of pairs (test case, tester). In order to
carry out our experiment, we selected 100 allocation inputs from the past that have been
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subsequently transformed into test plans by TTC managers in the period from November
2009 to September 2010. The allocation inputs were chosen according to the following
criteria:

– The allocation inputs should have at least 50 test cases to be allocated. We chose
50 test cases because we think that the allocation of 50 test cases (or more) is a
problem hard enough for a human being to deal with by hand. The allocation input
sizes varied from 50 to 585 test cases (our largest allocation input).

– They should have at least 2 testers available for each test execution. At TTC some
test plans are performed by a single tester either because the purpose of the test
plan requires that it should be run by a single tester following a predefined order to
perform each test case or because the size of the allocation input is too small. In the
case of a single tester available, it would make no sense to compare the automatic
allocations with the manager’s allocations as they would have always the same pairs
(test case,tester). The highest number of testers involved in our allocation inputs
was 9.

The scatter plot displayed on Figure 5.1 shows the amount of test cases (horizontal axis)
and the number of testers (vertical axis) of each allocation input. This figure captures the
main features of the allocation inputs we used in our experiment.

Figure 5.1 Amount of test cases and number of testers per allocation input.

The majority of the allocation inputs have between 50 and 200 test cases and 2 to 7
testers; just a few have more than 200 test cases and only one contains more than 500 test
cases. Only 3 allocation inputs were performed by more than 7 testers.

• Test Case Recommender. We used the tool described in Chapter 4 to generate the
automatic allocations based on our allocation systems as well as the random allocations.
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• Manager’s allocations. We collected the manager’s allocation for each one of the 100
allocation inputs for further comparison with the automatic allocations generated by our
allocation systems.

5.2.4 Tasks and Procedures

For each allocation input previously selected, we performed the following tasks:

1 We collected the allocation inputs from TTC repository from November 2009 to Septem-
ber 2010;

2 For each allocation input, we saved the date in which that allocation input was used:
only data prior to that date were used in order to create the tester profiles. This way we
guarantee that the allocation systems did not have more information than the manager
had at that moment;

3 We used each one of the 6 allocation systems to generate automatic allocations;

4 For each automatic allocation made, we calculated the metrics Ma to Me described ear-
lier.

Just before executing task 4 above, we had to define the groups of equivalent testers. In
order to define these equivalence groups we asked two test managers to classify the testers who
were involved in executing all the allocation inputs used in our experiment. Separately, we gave
the managers cards containing the testers’ names (one card for each tester) and we asked them
to perform the following procedure:

1. Put away the cards from the testers they would not be able to classify due to lack of
knowledge of the skills of that particular tester.

2. Group the remaining cards by putting together testers with similar skills.

a. We emphasised that testers in the same group should achieve the same results in
terms of efficiency (execution time) and effectiveness (defects detected).

b. We made it clear that people with unique profile (in a good or bad sense) should not
be grouped. They should stay alone.

3. The managers then sorted the groups they were able to create in order of performance (in
terms of efficiency and effectiveness). This way we were able to know which group was
the best group, second best group, and so on.

4. Managers got together in order to solve any inconsistency over their groups. There was
only one inconsistency easily solved by the managers.
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5.2.5 Statistical hypotheses

In this section, we present the statistical hypotheses that we want to test in our experiment. We
define the following null statistical hypotheses H0i and their alternative hypotheses H1i, where
i is the index of their related questions (Qi).

H0a: All allocation systems have the same unassignment rate, that is, there is no statistically
significant difference between their rates.

H1a: There is at least one allocation system with a different unassignment rate.

H0b: All allocation systems have the same strict precision rate, that is, there is no statistically
significant difference between their rates.

H1b: There is at least one allocation system with a different strict precision rate.

H0c: All allocation systems have the same strict recall rate, that is, there is no statistically
significant difference between their rates.

H1c: There is at least one allocation system with a different strict recall rate.

H0d: All allocation systems have the same approximate precision rate, that is, there is no
statistically significant difference between their rates.

H1d: There is at least one allocation system with a different approximate precision rate.

H0e: All allocation systems have the same approximate recall rate, that is, there is no statisti-
cally significant difference between their rates.

H1e: There is at least one allocation system with a different approximate recall rate.

5.2.6 Experiment Design

We generated, in a random order, 12 automatic allocations for each one of the 100 allocation
inputs available. Six of these allocations were generated by our allocation systems and the
other six were generated by the random algorithms. The random algorithms differ from each
other only in the value of their seeds and they randomly allocate a tester for a given test case.
All test cases are allocated. Therefore random algorithms always have zero unassignment rate.

Since the characteristics of each allocation input (number of tests, testers available, etc.) can
influence the performance of the algorithms, we control this confounding factor by considering
each allocation input as a block, in a randomised complete block design.
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5.3 Execution

During the experiment, we noticed that the allocation of some plans seems not to follow a
typical allocation done by TTC’s test managers. For example, an allocation input with more
than 200 test cases had a particular tester allocated to a single test case. We investigated these
scenarios together with the test managers and they confirmed that such allocations did not
reflect the initial planning. For instance, a particular tester was busy in some other activity and
became available at the last minute during test execution. That tester was then asked to rerun
one particular test case. This allocation was stored in the system as if it was the manager’s
initial plan. Whenever such cases happened, both the tester and the test case associated to
that tester were removed from the allocation input. This exceptional situations happened in 11
allocation inputs.

5.4 Analysis

This section presents the outcome of our experiment with respect to the metrics M1 to M5
presented in Section 5.2.1. We use these metrics to test our statistical hypotheses through
graphical analyses, ANOVA (Analysis of Variance) + Tukey’s test or Wilcoxon/Kruskal-Wallis,
as detailed next.

5.4.1 M1: Unassignment

Figure 5.2 shows the boxplot for the rate of unassigned test cases per allocation system. The
random algorithm is not included in this analysis as it always allocates all test cases. The
horizontal lines crossing the boxplot indicates the average, while the dots show how the values
spread over the Y-axis. Notice that Exp-Manager, Exp-Blind, and MO-Blind achieved zero
unassignment rates for all the allocation inputs, which means that every single test case, from
each one of the 100 allocation inputs, was assigned to a tester. MO-Manager also had a good
performance: out of 100 allocation inputs, only 4 had unassignment rates larger than zero; and
its maximum unassignment rate was 2.70%.

The two allocation systems based on the Effectiveness profile (Eff-Manager and Eff-Blind)
did not perform very well when compared to the other systems. The maximum unassignment
rate achieved was 10.81% and 25% for Eff-Blind and Eff-Manager, respectively. Although they
had achieved high unassignment rates, both systems had very low average values: 0.48% and
2.34% for Eff-Blind and Eff-Manager, respectively.

Table 5.1 shows the average, standard deviation, median, maximum and minimum values
for unassignment. Notice that all allocation systems had zero unassignment rate for at least
one allocation input. The average unassignment rate was never higher than 2.34%, and the
maximun unassignment rate was never higher than 25%.
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Figure 5.2 Unassigned test cases per allocation system.

Table 5.1 Test case unassignment.
Avg. Std. Dev. Median Max. Min.

Exp-Manager 0% 0% 0% 0% 0%
Eff-Manager 2.34% 5.06% 0% 25.00% 0%
MO-Manager 0.05% 0.30% 0% 2.70% 0%
Exp-Blind 0% 0% 0% 0% 0%
Eff-Blind 0.48% 1.37% 0% 10.81% 0%
MO-Blind 0% 0% 0% 0% 0%

5.4.2 M2: Strict Precision

Figure 5.3 shows the boxplot for the metric M2 (strict precision). The random algorithms are
labelled as Rnd1, Rnd2, . . ., Rnd6. The random algorithms differ only in the seed used. The
average strict precision among our allocation systems varied from 39.32% to 45.41%. The me-
dian values ranged from 39.13% to 42.86%. The maximum strict precision value rate achieved
was 97.85% (Eff-Blind). Overall, it is clear from Figure 5.3 that the random algorithms had a
lower performance in comparison to our allocation systems.

In order to evaluate if any of the allocation systems is significantly different from the others,
we removed the results from the random allocations and performed an analysis of variance. The
p-value for the ANOVA was 0.00001, which means that we can reject the null hypothesis of
equal means at 5% of significance level, supporting the alternative hypothesis that at least one
allocation system has performance (strict precision) significantly different from the others. We
performed a residual analysis and confirmed that all ANOVA assumptions were met.

Although there is sufficient evidence to reject the claim of equal population means, we
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Figure 5.3 Strict precision per allocation system.

cannot conclude which allocation systems are different from the others by considering only
the results from ANOVA and the graphical analysis. In order to classify the allocation systems
(better or worse), we performed a multiple comparison procedure called Tukey’s test. Table 5.2
shows the result of the comparisons for all pairs using the Tukey’s test. Cells with positive
values refer to pairs whose means are significantly different. In this case, the systems Exp-
Blind, Eff-Blind and MO-Blind are significantly different from Exp-Manager.

Table 5.2 Strict Precision - Comparisons for all pairs using Tukey’s HSD
Exp-Manager MO-Manager Eff-Manager Exp-Blind Eff-Blind MO-Blind

Exp-Manager -4.35214 -1.84874 -1.19774 1.33136 1.67316 1.74536
MO-Manager -1.84874 -4.35214 -3.70114 -1.17204 -0.83024 -0.75804
Eff-Manager -1.19774 -3.70114 -4.35214 -1.82304 -1.48124 -1.40904
Exp-Blind 1.33136 -1.17204 -1.82304 -4.35214 -4.01034 -3.93814
Eff-Blind 1.67316 -0.83024 -1.48124 -4.01034 -4.35214 -4.27994
MO-Blind 1.74536 -0.75804 -1.40904 -3.93814 -4.27994 -4.35214

Table 5.3 presents the allocation systems classified in levels after the Tukey’s test execu-
tion. Levels not connected by same letter are significantly different. So, we can read the data
displayed in Table 5.3 as follows:

1. A (Exp-Manager) is definitely better than any system classified as B (all Blinds); and it
is better than or equal to the systems classified as AB (MO-Manager and Eff-Manager).

2. AB is better than or equal to the systems classified as B; also, it can be as good as any
system classified as A (more data is needed to better identify these differences).
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Table 5.3 Strict Precision - Allocation systems classified in levels after Tukey’s test.
Allocation System Level Mean
Exp-Manager A 45.41
MO-Manager A B 42.91
Eff-Manager A B 42.26
Exp-Blind B 39.73
Eff-Blind B 39.39
MO-Blind B 39.32

3. B is definitely worse than any system classified as A; also, it can be equal to any system
classified as AB.

5.4.3 M3: Strict Recall

Figure 5.4 shows the boxplot for the strict recall metric. For the allocation systems, the average
strict recall varied from 39.19% to 45.41%. The medians were also very consistent across the
allocation systems: they range from 39.13% to 42.86%. The maximum strict recall was 96.97%
(Exp-Blind). Similarly to M2, the boxplot suggests that all allocation systems are better than
the random algorithms.

Figure 5.4 Strict recall per allocation system.

Note that the random algorithm always allocates all test cases. Because of that, the figures
for strict precision and strict recall are the same for the random algorithms (the denominators
are the same in the equations for M2 and M3). That also happens to approximate precision and
approximate recall.
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Again, we removed the results from the random allocations and ran an analysis of variance
to evaluate if any of the allocation systems have performance (strict recall) significantly differ-
ent from the others. As none of the assumptions required by ANOVA was violated, we used
this statistical test.

The p-value for the ANOVA was 0.0001, giving us sufficient evidence to reject the null
hypothesis of equal population means and to conclude that at least one allocation system has
performance significantly different from the others. In order to identify the specific means that
are different we applied the Tukey’s test.

Table 5.4 shows the result of the comparisons for all pairs using the Tukey’s test with respect
to the metric M3 (strict recall). Positive values show pairs of means that are significantly
different. Again, the Blinds are different from Exp-Manager.

Table 5.4 Strict Recall - Comparisons for all pairs using Tukey’s HSD
Exp-Manager MO-Manager Eff-Manager Exp-Blind Eff-Blind MO-Blind

Exp-Manager -4.36193 -1.83593 -0.35553 1.32157 1.73557 1.86487
MO-Manager -1.83593 -4.36193 -2.88153 -1.20443 -0.79043 -0.66113
Eff-Manager -0.35553 -2.88153 -4.36193 -2.68483 -2.27083 -2.14153
Exp-Blind 1.32157 -1.20443 -2.68483 -4.36193 -3.94793 -3.81863
Eff-Blind 1.73557 -0.79043 -2.27083 -3.94793 -4.36193 -4.23263
MO-Blind 1.86487 -0.66113 -2.14153 -3.81863 -4.23263 -4.36193

Table 5.5 presents the allocation systems classified in levels after the Tukey’s test execution.
The only difference between Table 5.5 and Table 5.3 (on page 53) is that MO-Blind and Eff-
Blind exchanged positions because of their mean values. As both remained in the same group
(B), the interpretation is the same as described for metric M2.

Table 5.5 Strict Recall - Allocation systems classified in levels after Tukey’s test.
Allocation System Level Mean
Exp-Manager A 45.41
MO-Manager A B 42.89
Eff-Manager A B 41.41
Exp-Blind B 39.73
MO-Blind B 39.32
Eff-Blind B 39.19

5.4.4 M4: Approximate Precision

Figure 5.5 presents the boxplot for the metric M4 (approximate precision). We can observe that
both averages and medians are larger than those for strict precision metric. This was expected,
as approximate precision (and approximate recall) do not require the systems to recommend
exactly the same pair as allocated by the manager. Notice that the major difference from the
results for strict precision is that the performance of the random algorithm has also improved.
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The average approximate precision for our allocation systems varied from 62.01% to 64.83%.
Medians varied from 54.73% to 59.18%. The minimum value for approximate precision was
10% and the maximum value was 100%. The boxplot still gives some indication that our
allocation systems are superior to the random ones.

Figure 5.5 Approximate precision per allocation system.

In order to evaluate if any of the allocation systems was significantly different from the oth-
ers, we ran the analysis of variance. This time, the Anderson-Darling test showed that the resid-
uals from ANOVA did not follow a normal distribution (or a distribution close enough to a nor-
mal one) that allowed us to apply the ANOVA. Hence, we also performed the Wilcoxon/Kruskal-
Wallis test as it does not assume a normal distribution. Figure 5.6 shows the confidence intervals
as well as the histograms of each allocation system. A quick glance at the confidence intervals
gives already an indication that there is an overlap between all the allocation systems.

By running the Wilcoxon/Kruskal-Wallis test considering only our allocation systems, we
found that all allocation systems are similar to each other at α = 0.05 (p-value = 0.8509).
Therefore, we can conclude that they are all similar among themselves, but different from the
random algorithms (an outcome in agreement to our intuition when looking at the boxplot).

Table 5.6 shows the average, standard deviation, median, maximum and minimum val-
ues for approximate precision. Notice that all allocation systems achieved 100% approximate
precision for at least one allocation input. The standard deviation rate was never higher than
25.57%, and the minimum approximate precision rate was never lower than 10%.

5.4.5 M5: Approximate Recall

As expected, approximate recall has also improved in comparison to strict recall (see Fig-
ure 5.7). Both average and median increased and all allocation systems reached 100% for some
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Figure 5.6 Approximate precision - confidence intervals and histograms.

cases. Similarly to approximate precision, the random algorithm also improved markedly in
comparison to strict recall. Both the average and the median for approximate recall were very
consistent. The average varied from 61.85% to 64.83% and the median varied from 54.53%
to 59.18%. The maximum value was 100% and minimum value was 9.86%. The boxplot still
indicates a superior performance of our allocation systems.

Figure 5.8 shows the confidence intervals as well as the histograms of each allocation sys-
tem with respect to the metric approximate recall. By looking at the histograms, we can notice
that the distributions do not seem to follow a normal distribution (this intuition was confirmed
after performing both the Anderson-Darling test and the ANOVA residual analysis).

By running the Wilcoxon/Kruskal-Wallis test over the allocation systems, we found that
they are all similar to each other at α = 0.05 (p-value = 0.1666). Again, this means that
the allocation systems are similar among themselves, but different with respect to the random
algorithms.

Table 5.7 shows the average, standard deviation, median, maximum and minimum values
for approximate recall. Similarly to approximate precision, all allocation systems achieved
100% approximate recall for at least one allocation input. The average approximate recall
ranged from 61.85% to 64.83% and the standard deviation rate was never higher than 26.61%.

5.5 Interpretation

This section discusses the analysis presented in Section 5.4 and addresses the threats to validity.
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Table 5.6 Approximate Precision.
Avg. Std. Dev. Median Max. Min.

Exp-Manager 64.83% 22.68% 59.18% 100.00% 26.09%
Eff-Manager 63.02% 24.17% 54.73% 100.00% 20.29%
MO-Manager 63.44% 23.94% 58.71% 100.00% 24.64%
Exp-Blind 62.01% 26.61% 57.40% 100.00% 11.11%
Eff-Blind 62.59% 25.57% 56.12% 100.00% 10.00%
MO-Blind 62.54% 25.52% 56.86% 100.00% 20.21%
Rnd1 36.87% 8.91% 38.38% 56.90% 16.42%
Rnd2 36.51% 8.74% 35.05% 58.33% 20.00%
Rnd3 36.80% 8.41% 36.43% 62.00% 19.40%
Rnd4 36.98% 9.08% 36.59% 66.67% 16.22%
Rnd5 37.36% 8.33% 37.38% 56.25% 13.51%
Rnd6 36.36% 8.41% 36.55% 54.00% 10.53%

5.5.1 Evaluation of results and implications

• Unassignment. Three allocation systems (Exp-Manager, Exp-Blind, and MO-Blind)
achieved zero unassignment rates: all test cases from the allocation input were assigned
to a tester. MO-Manager also performed very well as it had unassignment rates greater
than zero in 4 allocation inputs out of 100. The two allocation systems based on the
effectiveness profile (Eff-Manager and Eff-Blind) did not perform very well when com-
pared to the other systems. The maximum unassignment rate achieved was 10.81% and
25% for Eff-Blind and Eff-Manager, respectively.

High unassignment rates (25%) show that many test cases are poorly documented. Test
cases without any information about component, feature or category will have its sym-
bolic description based solely on the the test case summary (or description). This sce-
nario can make the allocation systems to assign very low similarities to all testers. If the
similarity of a test case is smaller than the cutoff point for all testers, then the test case is
not assigned to anyone.

It was already expected that the allocation systems based on the effectiveness profile
would not perform as well as the ones based on the expertise profile. The preconditions
for creating the effectiveness profile are very restrictive: only test cases that failed with
valid defects are used for creating the tester profile (Section 3.2.2). Considering a hypo-
thetical situation in which a tester has run 100 test cases in the past and failed only 2 with
valid defects, the expertise profile will be created considering the 100 test cases, while
the effectiveness profile will consider only 2 test cases. Little information on the tester
profile can result in low similarity rates and, consequently, higher unassignment rates.

• Strict Precision. The ANOVA showed that at least one allocation system was signif-
icantly different from the others. After running the Tukey’s test, we noticed that the
Exp-Manager stood out when compared to the other allocation systems.
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Figure 5.7 Approximate recall per allocation system.

The Manager-based systems (Exp-Manager, Eff-Manager, and MO-Manager) achieved
better results than the Blind ones with respect to the mean values: this was somehow ex-
pected as the Manager-based systems receive more information from the manager before
creating the automatic allocations. In addition to the list of test cases to be assigned, the
list of testers available, and the cutoff point, they also receive the amount of test cases to
be assigned to each tester.

Although the Manager-based systems performed very well in some cases (95.74%), the
average was never above 45.41%, and the median never above 42.86%. An allocation
system does not seem to be capable of identifying the exact person chosen by the man-
ager. This is expected as even a different manager would have difficulties in reproducing
the exact results of another manager as there are many possible alternatives for a given
test case (the equivalence groups showed that there are many testers with equivalent
skills).

• Strict Recall. ANOVA and Tukey’s test were performed and again the Exp-Manager
stood out when compared to the other allocation systems. The results for strict recall
are in agreement with the results for the metric M2 (strict precision). The average strict
recall are never above 45.41% and the median, never above 42.86%. Strict correct pairs
seems to be a too restrictive request for a recommender system to detect.

• Approximate Precision. By using approximate precision, on the one hand, the perfor-
mance improved to an extent in which all allocation systems reached, for some cases,
100%. The average approximate precision varied from 62.01% to 64.83%. On the other
hand, the random algorithm also improved noticeably. Despite that, the average approx-
imate precision for the random algorithm was never higher than 37.36%. By inspecting
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Figure 5.8 Approximate recall - confidence intervals and histograms.

the boxplot we could conclude that the allocation systems performed better than the ran-
dom algorithm; and the Wilcoxon/Kruskal-Wallis test showed that the allocation systems
are similar among themselves.

• Approximate Recall. As expected, approximate recall performed better than strict re-
call. This was valid for both allocation systems and random algorithm. The average
recall for the allocation systems varied from 61.85% to 64.83%. Similarly to metric
M4 (approximate precision), the Wilcoxon/Kruskal-Wallis test showed that the alloca-
tion systems are similar among themselves. Again, the visual analysis of the boxplot
indicates that the allocation systems are better than the random algorithm.

5.5.2 Threats to Validity

We identified the following threats to validity:

• Analysis of compromised data. The pressure for meeting the deadlines and other daily
problems at TTC may have resulted in an ineffective allocation (by the managers) for
some allocation inputs. As a consequence, the results can show a lower effectiveness
of our approach, as our base of comparison (the manual allocation) may be partially
compromised. This threat was controlled by careful filtering the historical data to remove
inconsistent test plans.

• Test cases poorly documented. The existence of poorly documented test cases (at-
tributes missing) in the TTC’s database may have resulted in low similarity rates between
the test cases and testers, thus leading to higher unassignment rates for some allocation
inputs.
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Table 5.7 Approximate Recall.
Avg. Std. Dev. Median Max. Min.

Exp-Manager 64.83% 22.68% 59.18% 100.00% 26.09%
Eff-Manager 61.85% 24.61% 54.53% 100.00% 20.29%
MO-Manager 63.42% 23.95% 58.44% 100.00% 24.64%
Exp-Blind 62.01% 26.61% 57.40% 100.00% 11.11%
Eff-Blind 62.34% 25.62% 55.64% 100.00% 9.86%
MO-Blind 62.54% 25.52% 56.86% 100.00% 20.21%
Rnd1 36.87% 8.91% 38.38% 56.90% 16.42%
Rnd2 36.51% 8.74% 35.05% 58.33% 20.00%
Rnd3 36.80% 8.41% 36.43% 62.00% 19.40%
Rnd4 36.98% 9.08% 36.59% 66.67% 16.22%
Rnd5 37.36% 8.33% 37.38% 56.25% 13.51%
Rnd6 36.36% 8.41% 36.55% 54.00% 10.53%

• Validation cannot be generalised. We analysed test data from a single test company for
a particular industry (mobile phone testing). This can be considered a threat to generalise
our results in a different industrial setting.

5.6 Concluding remarks

Unassignment metric showed that three allocation systems (Exp-Manager, Exp-Blind, and MO-
Blind) performed clearly better than the others by achieving zero unassignment rates for each
one of the 100 allocation inputs. The maximum unassignment rate achieved was 10.81% and
25% for Eff-Blind and Eff-Manager, respectively.

For strict precision and strict recall metrics, the ANOVA showed that at least one allocation
system was significantly different from the others. After running the Tukey’s test, we noticed
that the Exp-Manager stood out when compared to the other allocation systems and achieved
mean values of 45.41% for both metrics.

As expected, approximate precision and approximate recall performed better than strict
precision and strict recall, respectively. After running the Wilcoxon/Kruskal-Wallis test over
the allocation systems only, we found that all allocation systems are similar to each other but
different from the random algorithm and, by looking at the boxplots, we can conclude that
different means better.



CHAPTER 6

Related Work

In this chapter we present an overview of previous work on recommender systems applied to
testing, debugging or people recommendation. As it was not easy to find works closely related
to ours, we also describe a few projects that apply recommender systems and other artificial
intelligence techniques to the software engineering domain in general.

6.1 Not All Classes are Created Equal: Toward a Recommendation
System for Focusing Testing

Kpodjedo et al. [KRGA08] proposed a metric to evaluate, in an object oriented system, which
classes deserve more attention from the tester (or from the test manager) to distribute resources
and assign testing effort.

Based on the following assumptions: (i) “the most important classes” must be tested more
deeply and (ii) frequently changed classes are the most complex and therefore the most fault-
prone, their algorithm computes, for each class, a pair of values representing the frequency
of changes (Evolution Cost) and the class overall connectivity (PageRank). Random walks
are implemented using a basic PageRank algorithm, which, considering the relations among
classes, measures, for each class, its relative importance in a system and assigns it a numerical
weight. The Evolution Cost quantifies how much the class and its relations changed in a time
frame. The recommendation to the product manager and/or tester is a scatter-plot indicating
the “critical classes” (i.e., important classes that have been changing frequently in the past).

The system was applied to the development of Mozilla and identified 9 critical classes
from a total of 9,000 classes with 23,000 relations. An example of output from their approach
(the scatter-plot) is shown in Figure 6.1. Points near to the origin represent classes “not so
important” that have changed rarely. Points far from the origin (upper right corner) represent
potentially “critical classes” and they should be carefully considered by the tester/manager
to distribute resources and assign test effort. The point is that a high ranked class plays an
important role in the system and if it changes quite often or dramatically, there are more chances
to have residual defects potentially impacting various system functionalities.

6.2 Recommending Emergent Teams

Minto and Murphy [MM07] introduced the Emergent Expertise Locator (EEL), a tool that
uses emergent team information to propose experts to a developer within their development
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Figure 6.1 Evolution Cost and PageRank view.

environment as the developer works. Based on the history of how files have changed in the
past together and who has participated in the changes, EEL can recommend members of an
emergent team for the current problem of interest (an expert is recommended by the system to
help others to solve a particular problem).

EEL is implemented as a Java plug-in for Eclipse and it displays a ranked list of other
developers with expertise on the set of files that the current user of EEL has recently edited
or selected. To use EEL, a developer access a menu on a source file that displays a ranked
list of developers along with ways to initiate a communication. This scenario is illustrated in
Figure 6.2.

Figure 6.2 EEL - ranked list of developers and the ways to initiate a communication.

EEL’s approach is based on the mechanism of using matrices to compute coordination re-
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quirements introduced by Cataldo et al. [CWHC06]. It involves two matrices, the file depen-
dency matrix and the file authorship matrix, and produces a third, the expertise matrix.

To evaluate the approach, historical data from three existing open-source software projects
was used: Eclipse, Firefox, and Bugzilla. These projects were chosen because they have suffi-
cient amount of data to run the validation. After choosing the projects, they compared the re-
sults of EEL against “Line 10” rule that was used in the Expertise Recommender (ER) [MA00].
The “Line 10” rule states when the last person that modified the file is considered as the expert
in that file.

To investigate the impact of the size of the recommendations on the performance of EEL,
precision and recall were computed for three different sized lists of potential team members,
namely three, five and seven recommendations. These lists were obtained by taking the top
parts of the ordered list produced by EEL and the “Line 10” rule.

The best precision achieved by EEL was 37% (Eclipse project) against 28% achieved by
“Line 10” whereas the worst precision values were 16% (Firefox) against 13% achieved by
“Line 10”. Regarding recall, the best result achieved by EEL was 49% (Eclipse project) against
35% achieved by “Line 10”. The worst recall values were achieved on Firefox project with
21% (EEL) and 16% (“Line 10”). Detailed results can be seen in Table 6.1.

Table 6.1 Recommending Emergent Teams - Average precision and recall.
Precision Recall

Project EEL Line 10 EEL Line 10
Eclipse 37% 28% 49% 35%
Bugzilla 28% 23% 38% 28%
Firefox 16% 13% 21% 16%

Two limitations of EEL are presented in the paper: the first limitation is that EEL works only
in the newer version control systems such as Subversion [PCSF08]; it does not work with many
traditional version control systems like CVS [Ves03] and RCS [Tic85] as they maintain commit
information on a per file basis. The second limitation is that if a new developer is added to the
team, and that developer is already an expert, there is no support to ensure that this person
is correctly recommended. Despite those limitations, it is clear that the Emergent Expertise
Locator (EEL) eases collaboration for dynamic teams by determining the composition of the
team automatically.

6.3 Allocating Global Software Teams in Software Product Line Projects

Following the same line of research developed by Minto and Murphy [MM07], Pereira et
al. [PdSRE10] proposed a framework to allocate people geographically distributed for devel-
oping components together. The allocation of teams takes place in the context of Software
Product Lines (SPL) development.

As global software development (GSD) approaches have their limitations, mainly related
to communication between dispersed development teams, it is important to consider, besides
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the technical skills of the teams (or people), some nontechnical attributes, such as language,
time-zone, and cultural principles during the human resources allocation process.

The proposed framework analyses technical and non-technical aspects of the SPL project
and the available software development teams in order to provide recommendations for allocat-
ing global software teams involved in the implementation phase of software components of a
SPL project. Considering that technical and non-technical features can impact on communica-
tion requirements, the framework intends to provide a systematic way of recommending teams
allocation based on the mitigation of communication needs among global software teams.

We do not have information about the framework’s performance as the assessment of the
presented technique was out of paper scope.

6.4 Expertise Recommender

McDonald and Ackerman [MA00] proposed the Expertise Recommender (ER) to assist the
natural expertise locating behaviour in organisations. By relying on organisationally relevant
sources of information and heuristics that are naturally used, ER can assist in finding people
with desired expertise.

The ER was deployed on a medium sized software company that builds, sells, and supports
medical and dental practise management software: the Medical Software Corporation (MSC).

For MSC, ER is implemented based on two specific identification heuristics that were used
by MSC’s participants:

1. Change History Heuristic (or “Line 10 Rule”). It is a heuristic designed to augment
an expertise locating behaviour common to MSC’s developers: Given a problem with a
module a developer looks into the version control system to see who last modified the
code and then approaches that person for help. The idea behind this heuristic is that the
person who last made a change has the code “freshest” in mind.

2. Tech Support Heuristic. The heuristic augments a behaviour of technical support repre-
sentatives when faced with an unfamiliar or difficult support problem: When faced with
a difficult problem, a representative will perform multiple, separate queries over the sup-
port database using the symptoms, customer, or program module involved. The support
rep then scans the records sequentially looking for similarities between the current prob-
lem and any past problems as returned by the different queries. In scanning records a
support rep looks to identify people who have previously solved similar problems.

Besides these two heuristics, the MSC implementation includes three selection techniques:

1. No Filter. This technique removes individuals who no longer work for MSC.

2. Departmental. This technique selects based on the organizational distance between the
department of the person making the request and the department of each person recom-
mended. The filter module maintains a small graph structure that represents the “dis-
tance” between each of the departments at MSC.
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3. Social Network. Recommendations are filtered based on an aggregate social network
of the MSC workplace. This social network is a graph structure where the nodes rep-
resent individuals at the workplace and the edges represent some relation that links two
individuals.

According to the authors these selection mechanisms can be generalised to other organisa-
tions other than MSC.

Figure 6.3 illustrates the expertise request dialog which allows the user to find experts for a
given subject in a specific “Topic Area”.

Figure 6.3 Expertise Request dialog.

Figure 6.4 shows the response dialog which displays the request followed by a list of rec-
ommended people. Each person is listed in a single pane containing contact information that
includes office number, phone number, phone extension, and email address.

Figure 6.4 Recommendation response.

6.5 Who Should Fix this Bug?

Anvik et al. [AHM06] developed a semi-automated approach to assign defect reports to a de-
veloper with appropriate expertise to fix that defect. Their approach uses a supervised machine
learning algorithm that is applied to the information available in the defect management system.

A supervised machine learning algorithm takes as input a set of instances with known labels
and generates a classifier that can be used later to assign a label to an unknown instance. In
their work, an instance is a defect report and the label is the name of the developer who either
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was assigned to the report or resolved it. They evaluated three different machine learning
algorithms: Naïve Bayes (a probabilistic classification algorithm), Support Vector Machines or
SVM (a non-linear classification algorithm), and C4.5 (a decision tree algorithm). The SVM
was chosen after having shown the best precision and recall rates.

When a new defect arrives in the repository, the supervised machine learning algorithm sug-
gests developers who may be qualified to resolve the defect. A small list of potential resolvers
is recommended because groups of developers often work in similar kinds of problems. The
recommendations are made based on defect reports that the developers have been previously
assigned or resolved for the system. The approach is semi-automated because the user (called
triager) still needs to select, from the recommended set, the actual developer to handle the de-
fect. The triager may make this choice based on knowledge other than that available in the
defect management system, such as the workload of the developers, or the vacation schedule.

To evaluate their approach, they applied the algorithm against three open source defect
repositories: Eclipse, Firefox, and GCC compiler project. They were able to achieve good pre-
cision results for the Eclipse and Firefox projects with 57% and 64%, respectively. The result
for the GCC, however, was very different with precision rates hovering around 6%. Regard-
ing recall, the results reported were quite low: when reporting only one recommendation, the
highest recall achieved on average was 10% (Eclipse), 3% (Firefox), and 8% (GCC).

6.6 Expertise Browser: A Quantitative Approach to Identifying
Expertise

Mockus and Herbsleb [MH02] proposed a web-based tool that uses data from change manage-
ment systems to assist developers, testers, and managers in identifying experts for a number of
software development tasks: the Expertise Browser (ExB). It uses a quantification of experi-
ence, and presents evidence to validate this quantification as a measure of expertise. The tool
enables developers, for example, to easily distinguish someone who has worked only briefly
in a particular area of the code from someone who has more extensive experience, and to lo-
cate people with broad expertise throughout large parts of the product, such as module or even
subsystems.

With this tool, they try to eliminate the need for people to write and maintain descriptions
of their expertise as such descriptions are generally difficult to use because different people
often describe similar expertise differently (people have very different standards for judging
the degree of their expertise). Also, such descriptions go out of date very quickly and are very
difficult to maintain.

The expertise is measured through Experience Atoms (EAs), which are elementary units of
experience. According to their definition, experience may pertain to a person, organisation, or
a work product such as a piece of code. The simplest unit of experience that could be observed
in projects using change management systems is the atomic change (delta) made to the source
code or to documentation. The person (and the person’s organisation) implementing the change
gain a certain amount of experience by doing work required to change a particular part of a file.
The changed work product provided a particular type of experience to a specific person.
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The ExB is basically designed to answer the following questions:

1. Who has appropriate expertise for a particular part of code, documentation, functionality,
or delivery?

2. What is the expertise profile of a particular part of an organisation: a person, a group of
people, or a group of organisations?

To answer these questions the ExB displays aggregations of EAs into product and organi-
sation units and displays the relationships among them. It also provides details on product and
organisation units including contact information for individuals.

Figure 6.5 illustrates a typical interaction with ExB. The three views on the left display
organizational units (supervisors, individual developers, and organisations) with EAs in the
subsystem chosen by the user. The code view on the right shows part of the source code tree.
The vertical size of a product or organizational unit represents the number of EAs gained by
that unit. The horizontal size of product units represents the number of people who contributed
deltas to that subsystem, module, or file. Both vertical and horizontal sizes are related to the
box that wraps the components (supervisors, developers, organisations, and modules). When
the user selects a potential expert in a given product unit, the contact information of that person
is displayed on the bottom left corner.

Figure 6.5 ExB user interface.

The ExB was deployed in two organisations, focused on different projects, with different
code bases. After analysing the usage data they found out that satellite sites that are either new
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to the project or do not have the sufficient breadth of the expertise are likely to be the most
active users. They also noticed that the larger and more established main sites not only used
the ExB less, but used it differently. In the newer, smaller, less established sites, the tendency
was to begin with some part of the product and look for experts, or to start with a person to
see where that person worked in the product. In the older, larger, more established sites, the
tendency was to go from organisations and find whether they have worked in the product.

6.7 Predicting the Fix Time of Bugs

Giger et al. [GPG10] use prediction models to support developers in the cost/benefit analy-
sis by recommending which defects should be fixed first. They investigated the relationships
between the fix-time of defect reports and their attributes with six sub-systems taken from
open source software projects: Eclipse JDT, Eclipse Platform, Mozilla Core, Mozilla Firefox,
Gnome GStreamer, and Gnome Evolution.

By analysing the change history information from the defect reports, they compute the
measures of some of the defect attributes (e.g.: # of comments made to a defect report, # of
people in CC list, etc). In a second step, decision trees using Exhaustive CHAID algorithm
are applied to classify the defect reports as “Fast” or “Slow” using the median of the defect
fix-time, in hours, from opened to last fix.

To evaluate the approach, they used 10-fold cross validation: the data set is broken into 10
sets of equal size. The model is trained with 9 data sets and tested with the remaining tenth
data set. This process is repeated 10 times with each of the 10 data sets used exactly once as
the validation data. The results of the 10 folds then are averaged to produce the performance
measures. Besides precision and recall, they also used the area under the receiver operating
characteristic curve (AUC) statistic for measuring the performance of prediction models. The
authors identified that assignee, reporter, and monthOpened (the month in which the defect
report was opened) are the attributes that have the strongest influence on the fix-time of defects.
The average precision varied from 60.8% (Mozilla Firefox) to 65.4% (Eclipse Platform); the
recall ranged from 48.5% (Eclipse JDT) to 73.2% (Mozilla Firefox); and the AUC varied from
64.9% (Eclipse JDT) to 74.3% (Eclipse Platform). Detailed results from this work can be seen
in Table 6.2.

Table 6.2 Performance of prediction models computed with initial attribute values.
Project Precision Recall AUC
Eclipse JDT 63.5% 48.5% 64.9%
Eclipse Platform 65.4% 69.2% 74.3%
Mozilla Core 63.9% 64.1% 70.1%
Mozilla Firefox 60.8% 73.2% 70.1%
Gnome GStreamer 64.6% 69.4% 72.4%
Gnome Evolution 62.8% 69.5% 69.4%

After the first evaluation, they measured the performance of prediction models again. This
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time, using post-submission data: in addition to the initial values they obtain the attribute values
for 1 day, 3 days, 1 week, 2 weeks, and for 1 month after a defect report was opened. Using this
approach, they managed to improve the performance of the prediction models by 5% to 10%.

The approach developed by Giger et al. can be very useful to new developers as it gives an
insight in how defects are prioritised in a software project.

6.8 PR-Miner

PR-Miner (Programming Rule Miner) [LZ05a] is a tool that uses a data mining technique
called frequent itemset mining to identify patterns on implicit programming rules. For example,
the functions lock() and unlock() are always used in pairs. Besides such a well-known
programming rule, there are many other implicit rules in large software. Such rules are useful
information for software development. Unfortunately, they usually exist only in programmers’
minds as they are too tedious to be documented manually. In addition, rule maintenance is a
hard task since some rules can change in new versions. Violations to these rules are easy for
programmers to introduce, especially for new programmers who are unaware of these rules.

The tool not only identifies these recurrent patterns but also detects their violations. The
authors report thousands of occurrences of such patterns in projects like Linux and PostgreSQL.
Such violations are potential defects being introduced. Once the list of suspects is generated,
a manual inspection must be done to eliminate the false positives. By analysing the top 60
violations, 16 defects were found in Linux, 6 in PostgreSQL and 1 in Apache. Most of these
defects violate complex rules that contain more than 2 elements and are thereby difficult to be
detected by previous tools.

6.9 Dynamine

DynaMine [LZ05b] analyses source code check-ins and, just like PR-Miner [LZ05a], extracts
coding patterns and their violations. Its method can learn both simple and complex patterns
and scales to millions of lines of code.

The tool combines revision history information with dynamic analysis for the purpose of
finding software errors. It largely automates the mining and dynamic execution steps and makes
the results of both steps more accessible by presenting the discovered patterns as well as the
results of dynamic checking to the user in custom Eclipse views.

The authors applied the tool on two real software systems (Eclipse [Hol04] and jEdit) and
found 57% of patterns’ occurrences, in which 66% of those were violations.

6.10 Concluding Remarks

In this chapter we presented some works that apply recommender systems and other arti-
ficial intelligence techniques to the software engineering domain. It was very difficult to
find works closely related to ours. Most of the works are related to recommender systems
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being applied to software engineering in general: recommending people with desired ex-
pertise [MM07, MA00, MH02]; recommending developers to fix defects [AHM06]; allocat-
ing people geographically distributed for developing components together [PdSRE10]. We
found only one work related to recommender systems being applied to testing: Kpodjedo et
al. [KRGA08] developed a recommendation system to suggest which classes, in an object ori-
ented system, should be tested more deeply. Even the book “Artificial Intelligence Methods
In Software Testing” [LKB04], which collects a representative sample of artificial intelligence
applications in the areas of software testing, does not mention any application of recommender
systems applied to software testing. As far as we know there are no works being developed that
make use of recommender systems to assign test cases to testers.

If, on the one hand, the lack of closely related works did not allow us to perform a com-
parative analysis to confront prior approaches to ours and eventually show any improvements
brought by our method, on the other hand, it gives a strong evidence that we are addressing a
new problem. The adoption of recommender systems for helping test managers to assign test
cases to testers seems to be a new contribution.



CHAPTER 7

Conclusion and Future Work

We proposed 6 allocation systems to allocate test cases to be run manually by testers. Three of
them are Manager-based ones, which take as input the number of test cases to be allocated to
each tester. The other three are the Blind systems that allocate the amount of test cases to each
testers solely based on similarity. For each of those two categories (Manager-based and Blind),
the algorithms run over three different tester’s profiles: the effectiveness profile, the expertise
profile and the combination of the two (multi-objective).

Test case allocation is a task routinely done by the test managers without any support of
tools. A manual allocation takes from 15 to up to 35 minutes of the manager’s time. And
allocations are done more or less 10 times per week. This accounts to 16 to 30 working days
per year. The introduction of a tool can help in two ways:

1. The allocations can be performed in a much faster way as the managers can now use the
automatic recommendation as a starting point of their allocations;

2. The arrival of new managers is not impacted as the tool provides them with some knowl-
edge of test cases, testers and previous allocations. With the aid of a recommender tool,
managers can perform better allocations faster.

We implemented six allocation systems plus one random algorithm for control. We ran
all allocation systems as well as the random algorithm over 100 allocation inputs used by the
TTC managers from November 2009 to September 2010. In our experiment, the ANOVA plus
the Tukey’s test showed us that the Exp-Manager outperforms the other systems with respect
to the strict precision and the strict recall metrics. The average strict precision (among the
allocation systems) varied from 39.32% to 45.41% while the average strict recall ranged from
39.19% to 45.41%. When considering the concept of approximately correct pair (explained
in Section 5.2.1), the Wilcoxon/Kruskal-Wallis test revealed that all allocation systems are
similar among themselves with respect to approximate precision and approximate recall. Both
the average approximate precision and the average approximate recall (among the allocation
systems) varied from 62.01% to 64.83%. By analysing the boxplots, all the allocation systems
demonstrated to be superior to the random algorithm. For unassignment (percentage of test
cases the algorithm could not allocate), three of our six allocation systems presented a better
performance by achieving zero unassignment rate for all the allocation inputs, namely Exp-
Manager, Exp-Blind and MO-Blind. The average unassignment varied from 0% to 2.34%
(recall that for unassignment, the lower the better). These figures are not different from the
precision and the recall of other recommender systems applied to Software Engineering. In the
related work presented in Chapter 6 precision varied from 6.00% to 64.60%, while recall varied
from 3.00% to 73.20%.

71
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As we previously mentioned, the Exp-manager had the better performance with respect to
the strict precision and the strict recall metrics. This possibly happened because this alloca-
tion system combines the profile that aggregates more information about the testers plus the
workload information from the manager: Expertise + Manager-based.

Concerning the metrics approximate precision and approximate recall there was no winner:
the allocation systems showed to be similar among themselves. It is important to emphasise
that the results from approximate precision and approximate recall are more meaningful as they
better capture the reality of the context in which this work was developed: the test managers
do not allocate test cases in a strict way but in an approximate way (in the real world, a given
tester can always be replaced by another tester with similar experience).

As all allocation systems have similar performance, we developed the following guideline
for helping the managers to decide which allocation system to choose. The guideline is a set of
context dependent heuristics. For choosing the profile, “time” and “quality” are key issues to be
considered. If the manager needs to speed up a particular test execution, then the “Expertise”
profile is the best choice as experienced testers run the test cases faster. On the other hand, if
quality is important, then the “Effectiveness” profile would fit better. If a combination of both
(time and quality) is needed, then the manager can use the “Multi-objectve” profile and assign
a different weight for “Expertise” and “Effectiveness”. Choosing between Blind or Manager-
based depends on whether the manager already knows the workload of the testers. In summary:

• Expertise: if execution speed is crucial.

• Effectiveness: if defect finding is crucial.

• Multi-objective: if the manager wants a combination of both speed and defect finding.

• Blind: if there is no workload restriction.

• Manager-based: if the manager already knows the workload of the testers.

There are some concerns that need to be raised with respect to our evaluation considering
the manager’s choices as golden standard for comparing the results obtained by our allocation
systems. Works related to recommender systems, or other techniques from the Artificial In-
telligence domain, frequently compare the performance of their algorithms to a human being
as those systems typically attempt to mimic the human being choices. This is a very well-
established practise. In our case, however, we can question ourselves if the human being (the
manager) is, in fact, a good parameter to be imitated, or if the managers are in fact a standard
to be overcome.

Ideally, we should had ran the 100 test plans recommended by our algorithms manually,
and collect the total execution time and the amount of defects found for each test plan for
further comparison. This would have given us enough inputs to conclude whether or not the
algorithms assign test cases better than the human being (the manager). Unfortunately, this
experiment would consume way too much resources (time, testers, managers, and wages) than
we had. To perform such experiment, we would need to execute the results from the 6 allocation
systems (600 test plans), plus the 100 test plans that were manually allocated by the manager
(so we could collect the execution times and defects found in all test plans). This would result
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in 71,134 test cases (if we consider the same test plans that were used in our experiment). Of
course we could reduce this effort by taking advantage of real test plans being performed (thus
we would not count the test plans allocated by the manager as an extra effort as they would have
to be carried out anyway). Besides that, we could analyse the intersection between the test plan
manually allocated by the test manager and the one suggested by the allocation system, and
rerun only the difference. Nevertheless, this would still require too much of our resources.
Section 7.1 describes a possible experiment that could capture the quality of the manager’s
allocation in a cheaper way.

Independently from having carried out the previously described experiment, our results
have already shown that our tool, if it is not as good as the manager, can achieve similar results
in most of the cases. Moreover, it automates part of the job that is currently being manually
performed. At least good suggestions can be given to the managers to be used as a starting
point of their allocations; new managers can benefit even more from our tool as it can provide
them with some knowledge of test cases, testers and previous allocations.

Although in this work we chose to apply recommender systems to automatically assign
test cases to testers, the problem reported here may be tackled by different approaches/tech-
niques. In the context of TTC, for example, if we knew the amount of time each tester takes
to run a given test case (TTC’s database does not store this information), we could have mod-
elled the allocation problem as a Linear Programming Minimization problem. Linear pro-
gramming [DT97], or linear optimization, is a mathematical method for determining a way to
achieve the best outcome (such as maximum profit or lowest time) in a given mathematical
model for some list of requirements represented as linear relationships. This is just one exam-
ple of an alternative approach and, of course, other alternatives may be applied depending on
how a given test company handles the test allocation activity.

7.1 Future Work

The following activities are suggested topics for future work:

• Integrate the Test Case Recommender with TTC’s test management tool.

• Integrate our algorithms in a test management tool such as Testlink [Tes09]. Just like the
proprietary test management tool used on TTC, Testlink also enables the allocation of
test cases to testers.

• Improve the algorithms to allow the managers to allocate whole test suites instead of
single test cases. Not all testing companies adopt the model in which the test manager
allocates single test cases to testers. In some of them, the test manager assigns the tasks
in a higher level, say by allocating whole test suites (or even a whole software prod-
uct) to testers. This enhancement will make our tool more flexible to be used in testing
companies that adopt different allocation approaches.

• To overcome the concerns related to the experiment reported in Chapter 5, we plan to
perform a new experiment in which the managers are not the golden standard anymore
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and even their allocations will be evaluated in terms of quality. We intend to use the
equivalence groups that were defined by the managers (the same groups described in
Section 5.2.4 that were used to calculate the approximate metrics) to associate a different
amount of points to the testers based in the group in which they are classified. For
example, a tester classified in the group of the most talented testers receives 3 points,
a tester classified in the group of the second most talented testers receives 2 points, and a
a tester classified in the group of the third most talented testers receives 1 point. Having
done that, we would be able to calculate the score (the total amount of points) achieved
by a given allocation. With the experiment reported on Chapter 5 we are able to evaluate
how similar our allocation systems are compared to the manager. However, we can say
nothing about the portion in which there are disagreements (different pairs allocated).
The adoption of the score can help us to achieve conclusions such as “Algorithm X is
65% similar to the manager; and in the 35% it is different, it allocates 50% more testers
from the group of the most talented testers than the manager does”. Notice that only the
Blind systems and the random algorithm could be used to perform this experiment. As
the Manager-based algorithm receives the amount of test cases to be allocated to each
tester as input, its score would be always less than or equal to the manager, never greater.
Of course this experiment also has some threats to its validity. For example, does a
high score really characterise a good allocation? Once again we are back to the same
situation: to answer this question we would need to run all the test plans and collect the
execution time and amount of defects raised to evaluate whether or not the algorithms
assign test cases better than the manager. Nevertheless, relying on groups of equivalent
testers carefully created by managers seems to be more reasonable than relying on past
allocations done (possibly) in a rush.

• Perform an experiment to measure the allocation time with and without the use of our
tool. Although we believe that the introduction of a tool like ours will reduce the alloca-
tion time, we need to measure the gains in a controlled experiment. We reported that our
tool takes no more than 30 seconds to recommend a test plan (considering an allocation
input with 300 test cases and 10 testers) while the manager takes about 15 minutes (in the
better case) to create the same test plan. The initial suggestion provided by our tool, how-
ever, can encourage the manager to think more about the allocation and, consequently,
take more time on this task: it will probably be a better allocation, but may not be faster.
To evaluate the gain (or loss) of manager’s time, we need to measure.
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