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Abstract The conventional mobile architecture is unlikely to cope with Ultra-
Reliable Low-Latency Communications (URLLC) constraints, being a major
cause for its fundamentals to remain elusive. Multi-access Edge Computing
(MEC) and Network Function Virtualization (NFV) emerge as complemen-
tary solutions, offering fine-grained on-demand distributed resources closer
to the User Equipment (UE). This work proposes a multipurpose analytical
framework that evaluates a hybrid virtual MEC environment that combines
VMs and Containers strengths to concomitantly meet URLLC constraints and
cloud-like Virtual Network Functions (VNF) elasticity.

Keywords Multi-access Edge Computing - Ultra-Reliable Low-Latency
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1 Introduction

Ultra-Reliable Low-Latency Communications (URLLC) require Multi-access
Edge Computing (MEC) as one of the enabling technologies to concomi-
tantly fulfill the extremely low-latency and high reliability requirements [1].
Both latency and reliability can be significantly enhanced by placing appli-
cation/core functions in close proximity to the User Equipment (UE). Nev-
ertheless, MEC itself opens new challenges such as guaranteeing service level
agreements (SLAs) with low capacity nodes while keeping infrastructure costs
to a minimum, despite its highly distributed nature.

In such a challenging environment, the underlying virtualization entities
play a key role on resource provisioning. In general, communication infrastruc-
ture provisioning must be designed under two perspectives: (a) application re-
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quirements and (b) financial cost. In particular for URLLC, both can be highly
impacted by a number of virtualization-related (e.g., operation overheads, se-
curity risks) and edge node configurations aspects (e.g., node availability).
For instance, the edge node cost from the service provider perspective can
be affected if node infrastructure is overestimated, focusing solely on keeping
maximum URLLC application performance or may lower costs at an expense
of breaking several SLAs in case of underestimation. In this respect, to opti-
mize MEC resources for URLLC, it is imperative for an operator to analyze
the impact of these aspects on both performance and infrastructure cost.

Existing studies have approached MEC resource provisioning issues for the
fifth generation (5G) and beyond 5G (B5G) of mobile communication networks
in much the same way as conventional data centers, i.e., ignoring phenomenons
that are irrelevant in the latter scenario but that may impact the first. For
example, the virtualization layer setup time overhead [3] or the failure aspects
[4] are rarely assessed in large scale systems since there is no significant im-
pact upon the existing application and due to the resource amount, fact that
does not hold for small MEC nodes serving URLLC. In this work, we exploit
a Continuous Time Markov Chain (CTMC) framework that incorporates the
main assumptions regarding a hybrid virtual platform for MEC nodes and
is suitable for several classes of problems such as dimensioning, edge node
placement, and dynamic resource provisioning for URLLC. We also derive rel-
evant performance metrics to provide means for building optimal provisioning
strategies and better understand the relationship between several parameters
under various scenarios, including multiple MEC node sizes, virtual resource
types, setup/failure rates, and traffic loads.

The remainder of this paper is organized as follows. Section 2 presents
the related work advancements in the field of MEC. Section 3 describes the
system model encompassing the basic assumptions, and Section 4 depicts the
proposed framework. Validation and numerical results are evaluated in Section
5, and Section 6 concludes this work.

2 Related Work

There is no current consensus on the size, computational power, virtualization
technology nor on the best location of MEC nodes [5]. In fact, MEC has not
yet been clearly defined; neither functionally nor physically, and since URLLC
offers more challenges due to its stringent requirements and lack of real-world
data compared to other 5G categories, multiple works fail to provide adequate
considerations in order to evaluate MEC-NFV-enabled networks for URLLC.
This section first describes the challenges addressed by previous authors and
the underlying virtual environment assumptions concerning the MEC-NFV
infrastructure.
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2.1 Optimization Targets

A body of existing works on MEC-related computational resource issues en-
compasses multiple classes of problems. The most common can be categorized
in resource/service placement, edge node dimensioning, and dynamic resource
allocation (DRA) [6].

Placement and scheduling in MECs consider applications with two or more
components, one typically running on a cloud (MEC or central cloud) and
the other on the UE. Regarding this class of problems, [7] proposed a place-
ment scheme as a simple optimization problem with two conflicting objectives,
namely minimizing access latency and maximizing service availability. In [§],
the authors consider a more dynamic standpoint, i.e., the data placement
needs to be adapted to serve time-varying demands, while considering system
stability and operation cost under communication, computation, and storage
constraints.

Edge node dimensioning usually decides on the computational resource
characteristics based on a given traffic load, e.g., the total number of servers,
processing capacity, and storage. In [9], a delay and pricing model to supply
equitable resources to UEs and minimize network delay and price was sug-
gested. Similarly, [10] designs an algorithm to find the minimum number of
MEC servers considering both delay and workload budget. In [11], the authors
propose an analytical framework to identify the optimal number of virtual
resources to maximize the task execution capacity.

Lastly, DRA relates to resource provisioning optimization given both the
maximum edge node dimensions and the expected traffic load range, which
allows a Service Provider to adjust the existing computational resources dy-
namically. [12] proposed a DRA algorithm that minimizes the end-to-end delay
while ensuring the minimum service rate and maximum reliability. Another ex-
ample can be found in [13], which investigated a DRA approach accounting
to minimize edge Service Level Agreement (SLA) violations and maximize the
serving users.

In some cases, a single formulation can be applied to multiple problem
classes. For instance, in [14] the author jointly solves 1) a MEC dimension-
ing sub-problem, 2) an application placement sub-problem, and 3) a workload
assignment sub-problem. Besides, some works propose multipurpose formula-
tions in order to provide guidelines for the design of the URLLC architecture,
such as in [15], where the authors do not target a specific problem, but rather
provide a general formulation for investigating how to optimize queue-related
parameters to reduce the delay for URLLC (e.g., Arrival and Service Rate).

The existing performance evaluation research is focused on specific im-
plementations to fulfill optimization problems. Unlike most previous works,
we propose a multipurpose analytical framework that encompasses a flexible
and realistic analysis that is compatible with the MEC-NFV environment and
URLLC, besides enabling service providers to rapidly tune multiple param-
eters to satisfy the Quality of Service (QoS) requirements for a particular
URLLC application.
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2.2 Edge Position

Under the MEC paradigm, edge nodes can significantly differ in their deploy-
ment location. Fig. 1 describes the traditional communication path from UE to
a service hosted in a central cloud, which includes: the backhaul, core network
(CN) and cloud host. The three alternatives exemplify the edge placement
variants that could emerge to handle 5G-related applications. While the first
commercial deployments follow the Far variant, the increasing uncertainty
brought by each additional intermediate hop may deeply affect the perfor-
mance (blue line) for critical URLLC applications. In contrast, fine-grained
server distribution is known to increase the overall infrastructure cost (red
line) and management complexity [5].

While some authors place computation capacities within Radio Access Net-
work (RAN) sites, others prefer a farther away location, similarly to centralized
data centers but introducing new components and inter-working procedures
to ensure better performance. In [10] and [12], the analysis covers the full path
from the RAN cluster to the MEC node, including some core functions and
application layer besides considering the edge servers placed exclusively on the
Near Scope (Fig. 1). Similarly, [13] and [9] also consider the Near Scope solely
but excludes the RAN analysis focusing only on their optimization schemes
for MEC resources. On the contrary, [7] assumes a more flexible approach,
allowing an operator to either install the MEC servers close or far away from
the end-users. Finally, the analytical framework in [11] allows a high degree
of flexibility since there are separate models for the RAN and MEC, i.e., the
RAN model’s output flow is one of the inputs to the MEC model. Table 1
summarizes this classification.

Concerning edge node positioning, the work closest to ours is [11]. In sum-
mary, both frameworks offer no restrictions towards the total Edge node size
nor any underlying considerations that compel the edge node position to a
certain location from the UE (Near, Mid, or Far). Hence, it is possible to shift
the edge node position towards the UE (Near Scope) or central cloud (Far
Scope), alter the total number of resources and other parameters (e.g., pro-
cessing capacity), and still evaluate URLLC traffic behavior inside the edge
node in isolation from the RAN and Core network. Besides, provided for-
mulations for other intermediate network subparts it is possible to evaluate
ent-to-end requirements.

2.3 Virtual Host Types and Assumptions

MEC is frequently put forward considering virtualization instead of legacy
physical equipment. However, the literature consistently brought regular data
center architectural approaches as if it could also be applied seamlessly and
without greater modifications to the mobile environment, e.g., [16]. For this
reason, some works such as [8], [10], [13], [12] and [15] are agnostic towards a
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Fig. 1: Multiple edge node deployment scopes.

given virtualization technology, which denotes a certain lack of commitment
to the feasibility of their propositions.

Moreover, multiple works have proposed a resource infrastructure built
only by physical machines (PMs) [10], Virtual Machines (VMs) as in [11]
and [14] or a mix of both as in [7]. However, although NFV has traditionally
been implemented over VMs, the concept of Container-as-a-Service (CaaS)
has gained momentum. In contrast to VM-based VNFs, CaaS allows VNF
instances to be loaded using containers, which are known to consume less
computational resources, besides having less instantiation overhead and thus
being much more cost-effective [17]. Therefore, some authors consider MEC
infrastructure using only containers [9].

The main problem of accepting containers as the single virtualization com-
ponent for future mobile communications is that they are still not mature
compared to VMs. There are multiple security risks involved in containeriza-
tion since all containers in an OS share a single kernel. Hence, any breach on
kernel OS can break down all containers dependent on it. Besides, isolating a
fault is not easy with containers and a fault can be replicated to subsequent
instances. On the other hand, containers can be used along with VMs (hybrid)
in NFV environments. In our framework, we explore this property by allowing
a hybrid VM-containerized infrastructure that leverages the best of both: the
VM’s strong isolation and the flexibility of containers.

The appropriate selection of the underlying virtual environment directly
impacts the feasibility of the NFV-MEC environment. In particular, multi-
ple works have ignored the possibility of faults related to the virtual host,
which can be key for many of the afore-mentioned problem categories, e.g.,
if a resource dimensioning strategy does not account to the resource failure
possibility, the resulting MEC dimension will likely be underestimated. We be-
lieve that an accurate model should account for virtual host failures and the
repair delay, which can be found only in [11]. The works [7], [9] and [12] do not
account for the repair delay, which directly impacts the resource availability
and power consumption.
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2.4 Performance Metrics for URLLC

From the 3GPP Release 16 onwards, potential architecture enhancements for
supporting URLLC services focused on MEC-NFV have been issued. With
regards to the performance metrics, in addition to the most representative
metrics for URLLC, i.e., reliability and latency, the document also includes
the MEC resource availability. In the following lines, we have mapped which
indicators have been used in the literature. Please note that the nomencla-
ture and definition might differ from author to author, but for classification
purposes, we have grouped those that are strongly correlated, e.g., latency
response time and network delay.

From the above-mentioned list, the only adopted metric in [13] was network
delay. The works [15] and [12] only evaluate reliability and latency. In [14] and
[7], the authors only accounted for availability and latency (network delay).
Differently, in [9], besides reliability and a latency-related indicator (Network
Delay), energy consumption was also analyzed. Similarly, [11] covers availabil-
ity and reliability with an energy constraint per device. Lastly, in [10], both
delay and energy constraints are considered, while availability and reliability
are left out of scope.

Besides the performance indicators suggested by 3GPP Release 16, some
authors also adopt the energy-related indicators. From the user perspective,
the suggested indicators should be reasonable, however, from the service provider
perspective, infrastructure cost metrics are equally relevant. The problem is
that the list of location-dependent costs for building and operating edge nodes
can be quite extensive, going from land acquisition to installation expenses.
Besides, it is not feasible to numerically map many of these variables since
they are not universal. One of the few exceptions is the computational power
consumption, which does reflect part of the operational costs. Thus, together
with 3GPP metrics, we have included power consumption in the evaluation so
as to make our results strongly-coupled with the Service Provider reality. The
resulting classification from sections 2.1-2.4 are summarized in Table 1.

Table 1: Summary of Existing Related Works

Work Optimization — Edge Virtual Host Performance Metrics - URLLC
Target Position  Type Assumptions Availability — Reliability =~ Energy  Latency

[7] Yala et al. Placement Flexible ~ VMs Failure v X X v
[8] Farhadi et al. Placement Near n/a n/a v X v X
[9] Samanta et al. Dimensioning ~ Near Container  Failure X v v v
[10] Lee et al. Dimensioning ~ Near n/a n/a X X v v
[11] Emara et al. Dimensioning ~ Flexible VM Failure/Repair v/ v v X
[12] Tong et al. DRA Near n/a Failure X v X v
[13] Sarrigiannis et al. DRA Near n/a n/a X X X v
[14] Kherraf et al. Multipurpose ~ Near VM n/a v X X v
[15] Ma et al. Multipurpose ~ Flexible n/a n/a X v X v
This Work Multipurpose  Flexible  Hybrid Failure/Repair v/ v v v
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Contribution We propose a multipurpose analytical framework that en-
compasses a flexible analysis that is compatible with the MEC-NFV envi-
ronment and URLLC, which enables service providers to tune multiple net-
work and infrastructure parameters. The framework allows the evaluation of
URLLC traffic behavior inside the edge node in isolation from the RAN and
Core network, not being restricted by the edge node position nor a particular
choice of virtual technology. Finally, taking into account the literature review
and the particular URLLC requirements, the proposed framework includes
formulation for the main performance metrics: Availability, Reliability, Power
Consumption and Latency.

3 System Model

Thousands of Edge Nodes are expected to be distributed within large areas in
upcoming URLLC scenarios. Hence analytical frameworks can be useful tools
for rapidly evaluating MEC-related infrastructure projects. In this work, we
evaluate a single isolated MEC node depicted in Fig. 2, where the URLLC re-
quests originated from UEs are processed by the RAN, passed on to the MEC
node and is handled by a VM-hosted (red flow) or a containerized VNF (blue
flow). We have designed our framework in isolation from RAN, Core, and Cen-
tral Cloud, i.e., rather than accounting for the multiple network path subparts,
the only uncertainty is brought by the internal MEC components covered in
further sections. This brings two advantages: the flexibility for adapting to
multiple Edge node sizes and the precision due to the limited variables that
can affect the QoS.

Although we did not account for a specific class of resource problems (e.g.,
Dimensioning), a dynamic VNF scaling strategy was embedded into our for-
mulation to help cope with the sudden load increase caused by the intensive
requests. Each VNF runs equally and independently on a single VM or con-
tainer, with VMs executing uninterruptedly while containers are scaled upon
demand. A centralized control unit determines if requests are admitted or
blocked, only activating containers when all VMs are busy.

Hybrid VM-Container Edge Node

Access Service VM .
Network <.u> VMs remain ON.
— run-time / |Release;

URLLc | Global P | Ready
Request 00
RequeSts Queue = if VM Pool is FuII R
‘ fffffff If Buffer is empty:
FCES <" > Service \Contalner\ Container = OFF,
Blocked run-time /" Release | | otherwise:
Reguests Container Setup VIN© T, b o el iner = ON.
q Pool  Delay Ready Container = Ol
L— Priority Retrial —lgl— Container Failure
Buffer

Fig. 2: Hybrid VM-Container edge node infrastructure
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The containerized VNF activation comprises two phases: initializing the
kernel image and launching the specified function, which is interpreted as a
single transition interval (setup time), during which power and resources are
consumed but no request is processed. Furthermore, active containerized VNF's
may suffer failures during attendance, which implies either a service migration
to an available VM /container or a reset, triggering a new setup period, with
progress being lost only in the latter case. In general, recovery time depends on
the failure type; for instance, a software component crash can be quickly fixed
by the host in few microseconds, while others may take a few milliseconds to
reboot device and VNF. Since we are dealing exclusively with URLLC flows,
only the worst-case scenario is considered.

Lastly, as soon as an operative VNF concludes processing and there are
no remaining requests, the VNF instance can either be powered down instan-
taneously together with the host container or remain active if hosted by a
VM. The shutdown delay is ignored for being significantly smaller than the
setup/recovery magnitudes [3].

4 Analytical Framework

The system comprises n VMs and ¢ containers, with a maximum limit of k
simultaneous URLLC services. The service request follows a Poisson process
with rate A (requests/ms) and server capacities of one service with an exponen-
tially distributed service rate p for both VM-based and containerized VNFs.
A Poissonian arrival process was selected for its simplicity and tractability.
URLLC control applications are likely to fit a regularly spaced packet trace
(isochronous), i.e., a superposition of deterministically spaced and sporadic
packet streams, where each contributes to a portion of the overall traffic, which
might be well modeled as a Poisson [18, 19]. Container setup/recovery times
and failures are also exponentially distributed with rates « and +, respec-
tively. A regular first come first served queue was assumed for new requests
with prioritization for retrial due failures.

Although the deployment details of the URLLC standard are not yet re-
leased, we can still apply queueing theory for quantitative analysis. We assume
that the URLLC networks are standalone deployment and the system is mod-
eled as an M/M/n+c/k queue with setup time and failure, n,c,k > 0 and
n + ¢ < k [20]. The feasible state space (§2) is formed by a set of states (7,5),
which denotes the number of active containers (i) and online URLLC services
(4). 2=1(i,7) | 0<i<¢, 0<j <k, provided that i < j —n. Since VMs are
always active regardless of being busy or idle, the states (0,7) with 0 < j <n
indicates that the existing load is being processed in VMs, whereas states with
j > n imply that in addition to all available VMs, there are requests being
processed in containers.
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Table 2: Balance Equation Description

No. Equation States (i,j)  Condition(s) Description

(1) Amo,0 — pmo,1 =0 (0,0) n/a Empty system

(2) M+ ju)mo,; — Amo -1 — ( + Dpmo 41 =0 (0,4) (0 < j < n)and All services run-

(n>1) ning on VMs

3) A +nu)mo,n —(AMon—1)— (numo,nt1) — ((n+  (0,7) (j=n) Ezisting VMs
Dpumipner) =0 match service load

(4) (A + (min(c,j —n)a)+np)mo; — (Amoi—1) —  (0,7) (G > n), (¢ > 1) Service load sur-
(numo jy1) — (ym1,5) =0 and (k> 1) passes VM capac-

ity; Containers are
setting up

() ((min(c,k — n)a) + np)mor — (Amop-1) = (0,5) (G=Fk) Similar to (4) but
(ym1,e) =0 with Full system;

6) N+ (n+d)p+iv)m; — (0 + Dpmijp1) —  (Gi+n) (0<i<e), (0< All VMs are busy
(ami—1,;) =0 j <k)and (¢ >1) and some Contain-

ers are serving;

(7) A+ (n+i)p+((min(c,j—n) —i)a+iy))m;—  (4,5) (0 <i<e), (i+ Similar to (6) but
((min(c,j —n) — (i — 1))ami_1,;) — ((n + n < j < k) and there are contain-
Dumijr1) — ((E 4+ 1)ymir1,5) =0 (k>n+2) ers setting up

8) ((n+i)p+ ((min(c,k —n) —i)a+iy)mp —  (i,k) 0 < i <e), (i+ Similar to (7) but
((min(c, k—n)—(i—n))am;_1 ) — (AT p_1)— n < j < k), (k> with full system
(4 1)ymip1,6) =0 n+2) and (¢ > 1)

9) A+(n+co)p+iv)me,cqon—((n+c)ume,c4nt1)—  (c,c+n) (e>1) All online services
(ame—1,c4n) =0 are being served by

all resources

(10) A+ (n + )p + iy)mej — (0 + pme j41) —  (¢,5) (ec+n<j<k)and All resources
(amme—1,5) =0 (c+n<k-1) are  serving but

there are waiting
services

(11) ((n+¢) +iv)ume — (@me—1,1) =0 (e, k) n/a All resources are

processing and the
system is full

4.1 Performance Metrics

In this section, we consider the steady-state analysis of the CTMC under
study, followed by the derivation of four performance metrics: Availability
(A), Reliability (R), Mean Power Consumption (C') and Mean Response Time
(T). The steady-state probabilities 7; ; are extracted from the solution of a
linear system formed by the normalization condition and balance equations
(1-11) depicted in Table 2. Please consider (i, j) € 2 in all equations to follow.

4.1.1 Availability (A)

It is widely accepted that the adoption of the MEC-NFV environment for Core
Network and Application functions closer to the UE can reduce Latency and
increase Reliability of URLLC services. However, the likely resource limitation
of edge nodes restricts their service capacity and consequently its availability,
i.e., if the maximum capacity is reached, the natural options are to forward
the flow to a neighbor MEC node or central cloud [13], both of which incur
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on a new route built of multiple intermediate hops, introducing a high de-
gree of uncertainty towards latency and reliability. In this respect, it becomes
imperative to analyze the MEC-NFV node availability for serving URLLC.

In our framework, Availability is the system’s ability to offer the minimum
amount of functional and accessible VNFs. In particular, a VNF instance is
considered available if at least one of its constituents (VM-hosted or container-
ized) remains accessible. In brief, the MEC node Availability (A) (Eq.12) is
obtained by the probability sum of all states except those representing full
capacity, i.e., the system with k users.

A=1- Zm»k (12)
=0

4.1.2 Reliability (R)

The reliability analysis of future mobile networks is of paramount importance
for network operators, especially considering URLLC applications since it di-
rectly impacts the QoS and user experience. The designed framework also
evaluates the Reliability (R) being given by Eq. 13, which combines the ad-
mitted flow A\* A with the effective failure rate in the entire node, i.e., it denotes
the probability that a URLLC service is served without experiencing failures
while being processed by MEC VNFs.

c k
R:1—AZAZZWJ-. (13)

i=1 j=1
4.1.3 Power Consumption (C)

As depicted in Section 2.4, the computational power consumption is an im-
portant component of the operational costs and must be considered by the
service provider for resource planning to address cost-performance tradeoff. In
our framework, power consumption (C) Eq. 19 is formed from the combination
of the mean number of virtual resources and energy consumption constants (P)
for each virtualization technology (VM and Container) and operating states
(Idle, Setup and Busy).

The mean number of VMs and containers (CT) in each state is described in
Egs. 14-18, which are detailed in the following lines. Eq. 14 captures the mean
amount of VMs in idle state by iterating over each system state in which
no container is active (¢ = 0) and until the total number of online services
reaches the maximum amount of VMs (j = n). Eq. 15 has three terms: the
first is similar to the one in Eq. 14, but captures only the mean amount of busy
VMs within the range of states until (j = n — 1). The second iterates over the
states where the load is equal or greater than the VM maximum amount and
there are no containers ready yet. Lastly, the third term contains the mean
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amount of busy VMs on states where at least one container is processing.
The same idea is applied for Eq. 16 and Eq. 18, whereas Eq. 17 calculates the
mean number of containerized VNF's in setup by iterating over states where the
number of online services is greater than the total number of active resources
(VMs and Containers).

n

VMiqe = Z(n = J)mo,j (14)

=0

VMbusy - Z]WO,] + Z]WOJ + Z Z ]TFLJ (15)

1=1 j=n-+1
n—+c
CTidle ZCWOJ—i_ Z n+c_]7T0]
j=n+1
c n—+c (16)
£ S e
i=1 j=n+1i

c k
Wsetup = Z Z mm(] - n, C)ﬂ-iJ (17)

i=0 j=n-+i

c k
ﬁbusy = Z Z 7:71'1'7]' (18)

i=1 j=n-+i

The symbols used to denote the power consumption of each technology
and state are summarized in Table 3.

Table 3: Notation for Power Consumption

Virtualization State Status Energy
VM-hosted Idle ON pyM
VM-hosted Busy ON Py
Containerized ~ Idle SLEEP  P{T
Containerized Setup ON Pg’gup
Containerized Busy ON Pg};y

C= Pdle VM’Ldle + Pbusy VMbUS’l/

__ (19)
Pvgl?; CTiaqe + PsetupCTsetup + Pbusy CTbUSy
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4.1.4 Response Time (T)

Since URLLC applications have strict communication latency requirements,
analyzing the response time of URLLC services also becomes crucial for MEC
node resource-related issues such as dimensions. We define the Response Time
of a VNF that processes the URLLC service T as the interval between the
service arrival on the edge node and its processing time, including the con-
tainerized VNF setup restart times if these events are triggered. The Response
Time (Eq. 21) is obtained by calculating the mean number of online URLLC
services (Eq. 20) and dividing by the mean number of accepted services.

k c k
U=2 jmg+3 > imiy (20)
7=0 i=1 j=n-+1i
U
T=_— 21
Vi (21)

5 Validation and Numerical Results

The analytical results were validated against extensive discrete-event simula-
tions (Figs. 3-5), where the lines denote the analytical and the markers repre-
sent simulation results. With regards to the main parameters, we have followed
a subset of the 3GPP Release 16 (TR 38.824), in which the service time is 1ms
(1 service/ms) while service arrivals range from 1 up to 100 requests/ms. In
addition, unless otherwise stated the baseline values for failure () and setup
rates () were 0.001 and 1 unit/ms, respectively, which is in accordance with
[3]. In terms of energy power consumption for VMs and containers in differ-
ent operation states, we adopted the individual consumption values described
in [13], summarized in Table 4 with other general parameters adopted in the
evaluation. The subsections 5.1-5.3 encompass three evaluation scenarios were
we show the flexibility of the proposed framework in terms of multiple edge
sizes (5.1), the impact of various VM-hosted /containerized VNF arrangements
(5.2) and improved setup/failure rates (5.3).

5.1 Multiple Edge Sizes (k)

This scenario shows the impacts of A on the different MEC-enabled node sizes
(k = 25,50,100) but running the same VNF scaling process with equal VM or
Containerized (CT) VNF ratios (VMs = 40%,CTs = 60%). Generally, one
can see that in Figs. 3a-3b the best values for Availability and Reliability are
found for low workloads, respectively. However, as A increases, the Availability
tends to always decrease and it is not bounded by a particular value. In addi-
tion, although the same VM/Containerized VNF ratios were used, the number
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Table 4: Simulation Parameters

Parameter Value

Arrival rate () [1 100] requests/ms
Service rate () 1 service/ms
Failure rate () 0.001 unit/ms
Setup rate () 1 unit/ms

Idle VM Energy Consumption (P}M) 20W

Busy VM Energy Consumption (P;/;L]\S/Iy 25W

Idle CT Energy Consumption (Pg”Te) AW

Setup CT Energy Consumption (Pscgup) 8W

Busy CT Energy Consumption (Pg};y) 23W

of VM-hosted VNF's in each curve are different (n = 15, 20 and 40), which
explains the discrepancy towards the results for this metric.

Contrarily, the Reliability is bounded by the number of accepted services,
and since the same VM/Containerized VNF ratios were used, the curves are
expected to overlap for higher A values. The reasons are as follows. When
A << npu, the incoming URLLC services are usually handled by VMs, i.e., the
containerized VNFs are hardly required. Moreover, they are turned on as A
approaches nu, negatively impacting the Reliability due to the increasing fail-
ures brought by the containerized VNFs. Finally, when A approaches (n+ ¢)u,
most containerized VNF's are turned on, indicating a saturated infrastructure.
The same reasoning applies for the Power Consumption in Fig. 3c. However,
the curves do not overlap for higher \ since each configuration has a different
absolute number of resources.

The impact of the increasing load on the mean response time (Fig. 3d)
illustrates the only metric in which the trend of the curves experiences both
an ascent and descent phase. In the first phase, the response time grows sharply
due to the containerized VNF setup delay. Specifically, smaller response delays
will happen invariably when A << nu because most services will be handled
by VM-hosted VNFs. As A approaches nu and becomes larger, containerized
VNF's are turned on. In this phase, however, the response time still increases
due to the setup delay. The third phase encompasses the moment when the
mean response time begins to decrease in A = 20, 32.5, and 60 respectively
for k£ = 25,50,100. Such behavior occurs since the containerized VNF's tend
to become readily available for new service arrivals, not needing to wait for
the setup delay. Lastly, a saturation phase takes place when A >> (n + ¢)u,
i.e., the system is unable to handle the load, which is only reflected in the
Availability evaluation (Fig. 3a).

In order to keep the figures within the same range of A\, Fig. 3d is lim-
ited to A = 100 which might be confusing since the best apparent result for
this metric comes from the intermediate configuration (k = 50). Indeed, this
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Fig. 3: Multiple MEC sizes (k): Far, Mid and Near Edge scope examples.

configuration shows the best result for large part of the experiment, but for
A > 100 the configuration k& = 100 is likely to retake the advantage, similar to
the comparison between k£ = 25 and k = 50. The fact is that at some point,
the impact of the setup phase of the containerized VNFs is mitigated. This
result reinforces the importance of the holistic view promoted by the evalua-
tion of at least these four metrics concomitantly, since for a given scenario, the
intermediate (k = 50) or even the configuration with least resources (k = 25)
could eventually be the most cost-beneficial to handle the URLLC load.

The designed framework allows the evaluation of multiple MEC node sizes
by tuning the appropriate parameters accordingly (subsection 5.1), however
the next evaluations (subsections 5.2 and 5.3) focus on a single-sized MEC
node (k = 25) positioned together within RAN equipment, i.e., similar to the
Near Scope in Fig. 1. In addition, the following results display dashed lines
for the Reliability and Response Time, which represent three URLLC industry
vertical thresholds: Augmented Reality (AR), Smart Manufacturing (SM) and,
Transport Industry (TI) that are summarized in Table 5 according to [14]. For
the sake of simplicity, we have adopted specific values rather than the ranges
described in the original document.

5.2 Multiple VM/Container Arrangements (n, c)
Figs. 4a-4d illustrate the impact of varying VM/Container ratios that are

limited to the same amount of resources (k). The results evince that con-
figurations with a smaller number of VMs compared to Containers tend to
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Table 5: Reliability and Response Time Thresholds for URLLC

Industry Vertical Reliability Response Time
Augmented Reality (AR) 99.9% 1.1 ms

Smart Manufacturing (SM) 99.99% 1.15 ms
Transport Industry (TT) 99.999% 1.2 ms

have lower Availability, faster Response Times and higher Reliability, which
is expected since the VM-hosted VNFs are stable compared to containerized
VNFs, i.e., not prone to failures. For these metrics, we expected similar re-
sults between curves at least until A\ = 5, since this is the load in which all
analyzed configurations have enough VMs n = (5, 10, 15, 20). However, for the
Availability (Fig. 4a) the curves start to differentiate only at A = 11 whereas
the Reliability and Response Times responded from A = 3.

With regards to Reliability in Fig. 4b, not even the arrangement with most
VMs (n = 20, ¢ = 5) was able to keep itself above all dashed lines, breaking the
TT threshold at A = 15, i.e., with a significant distance between its theoretical
VM capacity at A = 20. The fact is that A <= ¢ does not guarantee that all
requests will be processed by VMs. Considering URLLC applications, if even
relatively few requests are experiencing setup delays, one or multiple failures
can cause serious capacity issues, leading to lower Reliability as more con-
tainerized VNF's are needed. On the other hand, we expected that a platform
formed only by VMs would become costly in terms of power consumption since
VMs are not fast enough to be scaled for URLLC applications, and therefore
must be continuously active, regardless of being idle or busy.

In Fig. 4c we observed that although there is a large difference in terms of
power consumption until A = 7, from this point on, the curves rapidly converge
despite the scaling feature and lower consumption of containerized VNFs, pos-
sibly because the absolute difference between the curves is largely correlated
with the difference between the adopted constants for the consumption of VMs
and Containers in Busy state, which is only of 2W. Thus the scaling strategy
is not as effective for higher loads as it is in lower loads.

A possible solution is to adjust the VM /container ratio according to the de-
mand, i.e., an operator can enable arrangements with more containers for low
demands or with more VMs for higher loads, similarly to the approach used
n [11]. For instance, considering only the Reliability and the Smart Manufac-
turing applications (Fig. 4b), the configuration with 5 VMs and 20 containers
could be used if A < 3, whereas if 3 < A < 15 a more balanced set with 15
VMs and 10 containers could take place and finally, the arrangement with 20
VMs and 5 containers would only become available if A > 15. Please note that
this example would not be applicable considering the Mean Response Time
(Fig. 4d), i.e., the intervals for swapping between arrangements would neces-
sarily differ. In [11], although multiple indicators were suggested, the authors
proposed a resource optimization solution based only in one argument. On
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the other hand, besides considering the virtual host pitfalls, our framework
allows using multiple performance metrics and URLLC application thresholds
to formulate specific and practical solutions.
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Fig. 4: Tmpact of multiple VM /Containerized VNF arrangements (n, ¢).

5.3 Multiple Setup and Failure Rates («,7)

In this evaluation, a single configuration with & = 25 was adopted, but with
a fixed arrangement of 10 VMs and 15 containers and varying setup (a)) and
failure () rates. This configuration was analyzed in section 5.1 with fixed
a =1 and v = 0.001 and becomes interesting for the current experiment since
it is balanced in terms of both resource types and yet it is prone also to be
impacted by « and 7.

A larger @ means smaller container setup delays, i.e., more VNF instances
become available per unit time. As expected, higher « rates resulted in a
blocking probability reduction (Fig. 5a), but interestingly, Fig. 5b reveals the
opposite: higher a rates actually increased the system’s failure probability.
This unexpected behavior indicates that isolated improvements in the setup
rate may help the admission process but become a burden to the admitted
URLLC flows. In other words, a higher setup rate increases the flow served by
the failure-prone component (containerized VNFS) per unit time, therefore also
increasing the chances of failures, which suggests that future enhancements in
this parameter might be insufficient for URLLC.
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In Fig. 5c, the Power Consumption is expected to differ since « variations
necessarily impact the amount of powered on container per unit time. However,
this experiment has shown that the baseline configuration (o = 1) presented
a similar power consumption pattern compared to those with higher o values
throughout the entire evaluation. A performance difference is also observed in
Fig. 5d, where the Mean Response Times from the baseline curve is signifi-
cantly greater than the curves with enhanced « rates. In A = 15 the difference
between baseline and the curve with a = 100 reaches a maximum of 0.150 ms.

A larger v means smaller intervals between successive containerized VNF
failures. In contrast to «, this parameter improves as it gets smaller. Thus, we
have enhanced v by dividing its default value by 10 e and 100 times. How-
ever, if, on the one hand, our expectations were met regarding the overall
Reliability (Fig. 5b), i.e., lower failure rates allowed the two curves to surpass
the Smart Manufacturing Reliability Threshold, to our surprise, the Avail-
ability (Fig. 5a), Power Consumption (Fig. 5¢) and Response Time (Fig. 5d)
remained almost unchanged, despite the large difference between the adopted
~ values. These findings evince what level of improvement containerized VNFs
must achieve to meet specific requirements, recalling that both software and
hardware share relevance towards this aspect, as investigated in [21]. In brief,
it becomes clear that containerized VNF setup delays critically impact the
admission (Availability), whereas the Reliability reacts severely to failures.
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Fig. 5: Impact of multiple setup and failure rates («, 7).
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6 Conclusion and Future Directions

In this work, we thoroughly analyzed the existing literature to investigate
analytical models for URLLC evaluation considering a MEC node in isola-
tion. Hence, we provide a new flexible analytical framework for mobile ser-
vice providers to design optimization strategies for multiple problems such as
MEC dimensioning, placement, and dynamic resource allocation. In addition,
the most relevant performance metrics were formulated and analyzed together
to provide means for building optimal provisioning strategies and better un-
derstand the relationship between several parameters under various scenarios,
including multiple MEC node sizes, virtual resource types, setup/failure rates,
and traffic loads. Among other insights, the joint analysis revealed that indi-
vidual containerized VNF setup/failure rate improvements may not positively
impact the overall performance. We plan to extend this work to support other
random process models and service categories such as enhanced Mobile Broad-
band (eMBB) and massive Machine Type Communications (mMTC). Thus,
multiple optimization problems can be formulated by adapting the current
model to decide upon processing eMBB, mMTC, and URLLC flows consider-
ing penalties for when SLA agreements are violated in each case.
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