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Abstract

This work deals with the effect of repetitive impulsive noises -REIN- on Digital Sub-
scriber Lines - DSL. Based on simple assumptions about the time-domain characteristics
of the noise, a model of the damage it causes on the symbols for each frequency is de-
rived. With that model, a technique for obtaining a compensating Signal to Noise Ratio
Margin for lines affected by that kind of noise is proposed, so that the noise effect can be
mitigated. That value for SNR Margin is calculated in order to be just enough for the mit-
igation, so that there is no need to increase arbitrarily the protection and consequently
decrease the data rate. The technique does not increase the INP value -which would
increase delay- and that characteristic can benefit delay-sensible applications. Finally,
for validating the research, an ADSL2+ testbed, with real standard-compliant modems
communicating through a line emulator, is then used to test both the model and the mit-
igation technique based on it. The results show good accuracy of the predictions made
and lead directly to related future work.
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1 Introduction

The family of technologies entitled Digital Subscriber Line -DSL- emerged through

innovations on the use of telephone line. The communication channel of those lines was

designed so that its quality of transmission was enough to transmit the only signal the

engineers had in mind by then, the voice signal - with a narrow bandwidth, estimated

around 4KHz.

For a long time the, the engineers involved in Telecommunications found it impossible

to transmit wide-band signals trough that telephone channel. Besides the distortion at

high frequencies caused by the very copper cable, that channel had already been widely

affected by Gaussian noise. However, the theory established by Claude Shannon provided

the tools which made possible deeper studies about the workings of the communication

channels, and those studies became the basis for more efficient design of new communi-

cation systems.

Nowadays the DSL lines work based on well established ideas, as Orthogonal Fre-

quency Division Multiplexing -OFDM-, error-correcting codes called Reed-Solomon -RS-

and Claude Shannon’s Channel Coding Theorem -CCT. That set of fundamentals is

formed by ideas expressed by an elegant and consistent mathematical theory, allowing

good modeling of the workings of a communication channel. However, almost all the

existing modeling of the behavior of those channels is based on the assumption that the

noise present on the channel is the additive, white, gaussian type - called AWGN.

The modems are usually implemented based on the assumption of an AWGN channel

[Golden e Jacobsen 2006]. So, when a noise which is indeed of that type starts affecting

a line, it can just resynchronize in order to adjust to the new environment, and the

transmission will be protected. When some other kind of noise affects the line, its effect

is not well understood yet, and the modems do not usually implement anything against

them [Golden e Jacobsen 2006]. For instance, if a given electric device induces a noise

characterized by a repetitive generation of impulses at every 0.025s, the loss caused by
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that noise may be large and not easily fixable.

The reason why Gaussian noises are easier to protect against is because they have a

stationary nature. Basically, their waveform characteristics do not vary greatly with time.

On the other hand, impulsive kinds of noises are non-stationary- they alternate between

peaks and valleys, having a behavior which may be harder to predict.

In order to illustrate the difference between the stationary noise and the non-stationary

cases - and why this is a problem for DSL-, suppose a scenario in which a DSL line has been

synchronized and is being affected by some Gaussian noise, but no significant loss of data

is happening. Then the power of the Gaussian noise increases and the line starts losing

the information it is sending. If it resynchronizes, there should be no loss of data anymore,

as long as the noise on the lime remains the same, because the modem is implemented

to measure the noise power at each frequency and protect the line against it. As the

Gaussian noise nature is very similar through all the time, its power will remain about

the same power against which the modem protected the line.

Now let us suppose that the line is synchronized, some impulsive noise appears on the

line and starts damaging the transmission. If the line is resynchronized in order to fix it,

the modem tries to sense the power of the noise present, but the power of impulsive noises

varies greatly from time to time. When an impulse is present, the measured power will

be much greater than the one measured during the time in between the impulses. Thus,

if the modem decides the power value, against which it will protect the line, based on a

measurement in between impulses, it is clearly not sensing the channel in a proper way.

If, on the other hand, it tries to get better information about the power based on any

kind of mean value of several measurements, it will conclude that there is some moderate

powered noise on the line, and it will not protect the carriers from the actual power of

the impulses.

That is exactly the kind of problem this work tries to address.

1.1 Goals

The general goals of the research developed and described throughout this text are:

1. Obtain a analytical model for the effect of Repetitive Impulsive Noise on the de-

modulation of the signals sent through DSL Lines, based on precise assumptions

about its time domain characteristics.
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2. Propose a resynchronization method which mitigates the effect of those kinds of

noises and which does not increase the line protection arbitrarily - but yet removes

all the error for at least 95% of the experiments.

1.2 Structure

The rest of the text is organized as follows: chapter 2 describes some of the most

fundamental concepts of the DSL lines, giving more details to those most important to

the understanding of the work done later, and gives an overview of the related work that

has already been done in the same area of research.

Next, chapter 3 shows the derivation of the model proposed for the impact of REIN

on the DSL lines and gives a description of a practical way to obtain a compensating

margin for that kind of noise, so that its effect can be mitigated. Chapter 4 shows some

of the results obtained during the research in order to validate both the model and the

technique for mitigation.

Finally, chapter 5 gives the conclusions and outlines what is expected to be the most

important contributions of the work done. Furthermore, it mentions future work directly

related to what has already been achieved.
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2 Literature Review

2.1 DSL Fundamentals

A Digital Subscriber Line works based on many concepts which, although being ele-

gant, are also complex to explain in detail throughout a single dissertation. This section

will cover most of them, but will only give details to the most important concepts for

the understanding of the work developed in the rest of the text. The ones which are not

essential to that goal will be discussed briefly, and the reader may find further information

on the references mentioned.

There are several standards concerning what is here called by Digital Subscriber Line.

They have been standardized by the International Telecommunication Union, ITU-T,

and form the basis for the implementation of the DSL communication systems around the

world. Some of them are: VDSL, ADSL, ADSL2, ADSL2+. They have some differences

but many of the concepts are applicable to the standards just listed.

The ideas described and the claims made next are based on the ADSL2+ standard,

which is the standard implemented by the testbed equipment used during the research.

However, as the work done here is not really dependent on the small differences between

the standards, the fundamentals listed throughout this chapter should apply to most of

them. Moreover, when some specific claim is made -about the value of a parameter, for

example-, an observation about which standard that value refers to is always made.

2.1.1 Coding

The information to be sent trough a DSL line is transformed into codewords of a

error-correcting code called Reed-Solomon. This is done so that relatively small errors

can occur during the transmission, at the physical layer, without making the whole data

unusable.

Coding is basically a mapping from one message space to another. A simple example
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of coding would be the Hamming code which assigns to a message x a message of three

equal symbols: C(x) = xxx. The resulting block of symbols is called codeword, and this is

the coding part of the coding-decoding scheme. For the decoding, if we assume a binary

code, the rule could be made base solely on a simple majority: if the receiver gets a

majority of zeros, it decides that the information sent was a zero; otherwise, he decides it

was a one. There can be no draw, as the number of bits is odd, and this code can correct

a single bit of error.

Using that kind of error-correcting scheme, the communication system may have a

final probability of error that is the same as another system which does not use coding,

but instead uses more power to transmit the data and to overcome the noise. The power

saved by the coding is usually called coding gain [Golden e Jacobsen 2006].

That code mentioned above could also be adjusted and extended so that a greater

number of bits could be corrected, and normally all codes have different choices of pa-

rameters, such as the number of redundant bits. If we set C(x) = xxxxx and leave

the receiver to still decide based on majority, now there are 4 redundancy bits and the

code can correct up to two errors. Sometimes, also, there can be no redundancy at all

-and the codes do not do any correcting-, but they are there to keep the standards of

implementation whether you need correction or not.

The Reed-Solomon codes are much more complex than the example given above.

Nonetheless, the DSL systems use them for the same purposes, and the description

given here should be enough for the understanding of the work, as it does not de-

pend on the coding part of the standards. Any extra information about Reed-Solomon

codes and error-correcting codes in general is found extensively in the literature, and for

the specific details of the DSL implementation of those codes the reader is referred to

[Golden e Jacobsen 2006].

2.1.2 Interleaving

Besides being coded, the information to be sent can be also interleaved among those

codewords into which they were mapped [ITU-T 2009]. That means that the bits of

the codewords are not necessarily sent in the usual order, but are exchanged among the

codewords, sent, and then put back in order at the receiver [ITU-T 2009].

Consider the above code with 4 redundancy bits: if two messages x and y need to be

sent, what is actually sent is their codewords C(x) = xxxxx and C(y) = yyyyy, and a
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way to interleave the data could be to send xyxyxyxyxy. In that case, if up to four errors

occur in sequence, at maximum two of them are of the same codeword, so the receiver

can still correctly obtain the data - as the code corrects up to two errors in the same

codeword.

As it is common to observe errors coming in bursts and several bits being corrupted

in sequence [Nedev 2003], doing that kind of interleaving is usual and it can make the

communication system more reliable. However, the DSL standards also allow the choice

of not using any interleaving [ITU-T 2009].

For more information about interleaving, the reader is referred to [Gallager 1968].

2.1.3 Modulation

After the information has been coded and (optionally) interleaved, it is sent through

the DSL line, made of twisted-pair of copper, as electric signals. That copper line, how-

ever, has already been used for the transmission of telephone signals, using the baseband

from about 300Hz to 4kHz, much before the creation of DSL[Golden e Jacobsen 2006].

Therefore, the signals transmitted by the DSL system cannot be baseband, otherwise they

would overlap the voice spectrum of the signal already on the line. They should, instead,

be sent at higher frequencies of the spectrum. The standards then claim that the DSL

signal should amplitude-modulate high-frequency sine-waves, called carriers, through a

Digital Quadrature Amplitude Modulation scheme - digital QAM [ITU-T 2009].

Amplitude modulation is the changing of the amplitude of some carrier wave accord-

ingly to some other signal. That digital QAM modulation uses two orthogonal waves

at a certain frequency, a sine and a cosine. Two different information signals can then

amplitude-modulate each one of the orthogonal waves separately, at the same frequency.

Still, they can be properly recovered at the receiver through operations such as the dot

product of the signal received and the carrier waves, separating the orthogonal compo-

nents of the signal sent.

Furthermore, as mentioned, the modulation scheme is digital: not all amplitude values

for the carrier waves are considered valid. The sender only sends waves with amplitudes

from a discrete and finite set, and noise may or not change the amplitude of the wave to

some other value. The receiver, at the other end, decides which valid amplitude was sent

by choosing, among the valid amplitudes, the one closest to the amplitude received. As the

valid amplitudes in that set are spaced by some value delta, the noise can add up to delta
2

,
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and the decision will still be correct. That distance between valid amplitudes is another

way of recovering from errors that the DSL systems -and all the digital communications-

use. Moreover, it is a fundamental concept used for the mitigation technique proposed

later.

2.1.4 Multiplexing

The DSL communication systems transmit the data through the modulation of many

different carriers, each of them at a different frequency. By doing that, different numbers

of bits can be assigned to each carrier, based on how good is the Signal to Noise Ratio

at that frequency. If the channel is not good at some frequency, there is the choice of

assigning few or none bits to it, so that the better frequencies can be used instead - and

thus the information is better protected.

Those different carriers are all sent to through the same channel, and so there must

be a way of separating their signals. That sending of many different signals through the

same channel, separating them somehow, is called multiplexing. There are several ways to

do that, and one of them is the separation done in the time domain, called Time Division

Multiplexing or TDM, in which the signals alternate and are sent during different instants

of time. Another one, called Frequency Division Multiplexing or FDM, is the separation

of signals in the frequency domain, in which the signals modulate carriers of different

frequencies, and can be separated though filtering etc. This is the kind of multiplexing

done by the DSL systems.

The standards specify that, for DSL systems, all the carriers used should have frequen-

cies that are multiples of a fundamental one - they are called harmonics of the fundamental

frequency. For ADSL2+, the fundamental frequency for the orthogonal set is chosen to

be at 4kHz, and consequently all the other carriers are spaced 4kHz in between in the

frequency spectrum[ITU-T 2009]. As harmonic sinusoids are all orthogonal in their fun-

damental period, t0, it makes possible the separation of the signals at the receiver and

the independence of the all the carriers, if the separation is done every t0 seconds. The

system, then, uses a kind of multiplexing called Orthogonal Frequency Division Multiplex-

ing. Moreover, being the carriers orthogonal and the system a discrete one, that scheme

is also usually called Discrete Multitone -DMT.
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2.1.5 Synchronization

A Digital Subscriber Line is composed by a pair of modems: one client modem at the

Customer Premises and an equipment called DSLAM at the Central Office. The data

traffic sent from the Central Office to the Customer Premises is called downstream traffic;

the one from the Customer Premises to the Central office is called upstream traffic.

Before the DSLAM and the modem can actually communicate sending user data, the

modems needs to perform what is called synchronizing. Basically, both sides need to

decide how many and which are the valid amplitudes for the sine and cosine waves. There

is usually a power constraint, and then, for each frequency, a voltage range is divided into

pieces, depending on how many are the valid amplitudes. If a great number of amplitudes

is chosen, that voltage range will be divided into really small pieces, and the spacing in

between them, δ, will be small. This makes the communication system more susceptible

to errors, as the noise can easier overcome the spacing between the valid amplitudes.

Thus, frequencies with low Signal to Noise Ratio Margin will have less amplitude

values assigned to it, because they are more susceptible to error. That decision is the

result of the calculation of how many bits should be allocated to each frequency, so that

there is not significant loss, assuming an Additive White Gaussian Noise channel. The

number or bits for each frequency is determined by a formula based on Shannon’s Coding

Theorem, and can be found in [Golden e Jacobsen 2006]:

bk = log2

(

SNRk · γc
γm · Γ(Pe)

+ 1

)

(2.1)

where SNRk is the ratio between the transmitted signal power and the noise power

at the frequency of the kth carrier, γm is the value of the parameter SNR Margin, γc is

the value of the coding gain given by the code used and Γ(Pe) is the Shannon Gap of the

desired probability of error Pe.

Besides deciding how many bits - or how many valid amplitudes - each carrier may

have, the modems should also agree on a mapping from stream of bits to pairs of am-

plitudes - one for the sine and another for the cosine. For example, the sender and the

transmitter can agree that if the data to be sent is bbb, then the sinusoids at some fre-

quency k, with three bits allocated to it, will be sent with amplitudes equal to x for the

cosine and y for the sine. If the receiver then sees the sinusoids arriving with those ampli-

tudes, he knows the sender wanted to send bbb - and here we do not consider the effect of

noise. Each pair (x, y) of valid amplitudes can be seen as a complex number p = x+ y · i
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and is usually called a QAM constellation point.

2.1.6 DMT Symbol and the Discrete Fourier Transform

The information in ADSL2+ systems is sent at a synchronous rate of 4kHz, because

the carriers are only orthogonal in the fundamental period as mentioned earlier[ITU-T 2009].

So, every 1/4 ms, a set of complex numbers which represent the amplitudes of all the car-

riers is chosen to be sent - this is called the DMT Symbol.

After the mapping from bits to complex numbers, many different analog carrier waves

could be generated, modulated, and then their sum could the sent through the channel.

However, the ADSL2+ standard established that the modulation and transmission scheme

should be based on the Discrete Fourier Transform [ITU-T 2009].

Suppose there are T carriers and that all complex numbers S[k] have been assigned to

the T different carriers for a given DMT symbol. We can then see those complex number

as the Fourier coefficients of a discrete-time signal, s[n]. That signal, in the discrete-time

domain, can thus be obtained by the Inverse Discrete Fourier Transform - IDFT :

s[n] =
1

T
·
T−1
∑

n=0

S[k] · exp
(

j · 2π · k · n
T

)

(2.2)

where j is the imaginary unit - a notation which will be used throughout the whole

text from now on.

Next, that discrete signal can be then transformed into a analog signal, with funda-

mental frequency at 4kHz, using an adequate discrete-to-analog converter.

However, there is not necessarily what is called Hermitian symmetry of those coeffi-

cients, and the resulting signal may not be real - thus it could not be transmitted through

the analog medium which is the telephone line cable. For this reason, the coefficients

S[k] are repeated after the last one, doubling the size of coefficients, in such a way that

symmetry exists, resulting in a necessarily real time-domain signal. Thus, if there are N

carriers and N complex-numbers assigned to them, T = 2N . According to [ITU-T 2009],

N = 512 and T = 1024 for ADSL2+.

For ADSL2+, that discrete signal, made of T samples, is what represents each DMT

symbol to be sent through the lines. Every 1
4

ms a set of 512 complex numbers is assigned

to the carriers, the coefficients are doubled, and the 1024 samples are then sent in analog
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signal, after the conversion. That analog signal, when received by the other communi-

cating side, is sampled again and its T-point DFT is calculated in order to obtain the T

coefficients - but then only the first half is considered, excluding the artificially inserted

ones.

The total number of bits sent by each symbol, L, is then given by the sum of the bits

allocated to each carrier:

L =
∑

k

bk (2.3)

2.2 Related work

The research area of this work, that involves the mitigation of the effect of impulsive

noises on communication systems, has some worked published as scientific papers. Those

papers relate to this work, but, in general, they are either more theoretical and limited

to a statistical modeling of the effect or propose something for the actual mitigation, but

not really feasible in practice with the standard-compliant modems of nowadays.

The works of [Henkel e Kessler 1994], [Levey e McLaughlin 1999] and many others are

of the more theoretical type; they do not actually propose a method for the recuperation

of the line when it is being affected by that kind of impulsive noises. The author of

[Nedev 2003] also makes an analysis of the effect of impulse noise on DSL lines based

on many different models from different authors, but no practical measure is proposed.

Furthermore, their models are based in statistical data and have the disadvantage of not

having the possibility for proving their correctness based on some assumption.

The author of [Sedarat et al. 2005], on the other hand, proposes a compensation

through a change on the Signal to Noise Ratio Margin -which is a protection parameter-,

in case an impulsive noise has been detected. However, the modeling he proposes does

not seem clear nor based on an analytical deduction. Too much is assumed about the

nature of the noise, but not much is justified. It is assumed, for example, that the

"variation of the impulse amplitude is negligible comparing to the background noise", but

there is no measured data or intuitive or mathematical reasoning to support that claim.

Moreover, the method he proposes for the detection of noise parameters -as its variance

and its mean- does not seem feasible on practice, without the changing of the modems’

proprietary implementations.
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This work, then, differentiates itself from the related works in two ways: it mod-

els the noises’ effect based on precise assumptions about its time-domain characteristics

and, furthermore, proposes a feasible method for the recovering of the lines affected by

those noises, through the changing of a single standard-established parameter called SNR

Margin.
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3 Development

In order to develop the work and derive a model for the effect of REIN noises on

the symbols, for each frequency, some considerations need to be made first. As the DSL

communication systems are discrete, and the DMT symbols received come as the result of

the sampling of analog signals, all the modeling done here is made in the discrete domain

of the samples - called from now on discrete-time domain even though the independent

variable is not time [Oppenheim e Schafer 1989]. Also, there is a need to first define

precisely what is meant by "REIN". After a definition of what is the discrete-time signal

representing REIN, a model is derived analytically based solely on assumptions of its

discrete-time domain properties.

Throughout the rest of the text, Repetitive Impulsive Noise -REIN- is defined as the

kind of noise characterized by a train of impulses, each one equal to a signal I[n] of

duration t > 0, all created by some kind of fixed interference at a periodic rate. Besides,

during the time between the impulses, the noise is zero.

Defining mathematically, let I[n] be the one of the REIN impulses considered in the

discrete-time domain due to the sampling. Then,

R[n] =
∑

m

I[n+m

⌈

F

f

⌉

]

where f is the impulse generation rate and F is the DSL sampling rate -both in Hz-,

so that F
f

gives how many samples apart are the impulses.

3.1 REIN’s Effect Modeling

Assume, in the discrete-time domain, that the transmitted signal is X, the background

noise is B, the REIN noise is R and the received signal is Y = X + N + R, and let us

suppose that a DSL symbol is made up of T samples if considered in the discrete-time
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domain.

The constellation point for the kth carrier, P [k], demodulated from a certain symbol

of the received signal, is thus obtained by a T-point DFT of the received samples, Y [n]:

P [k] =

T−1
∑

n=0

Y [n] · exp
(−j · 2π · n · k

T

)

=

T−1
∑

n=0

(X [n] +B[n] +R[n]) · exp
(−j · 2π · n · k

T

)

=
∑T−1

n=0 X [n] · exp
(

−j·2π·n·k
T

)

+
∑T−1

n=0 B[n] · exp
(

−j·2π·n·k
T

)

+
∑T−1

n=0 R[n] · exp
(

−j·2π·n·k
T

)

(3.1)

As we can see, the DFT is linear, and the error caused by the REIN, from now on

called ER[n], is given by T-point DFT of its own samples:

ER[n] =

T−1
∑

n=0

R[n] · exp
(−j · 2π · n · k

T

)

(3.2)

Furthermore, if the noise is of the REIN kind, it is made by impulses apart from each

other, and thus sometimes it affects a symbol, and sometimes it does not. If the impulse

generation is synchronized with the symbol sampling, the effect on the demodulation is

always the same, deterministic, and not a random variable - at least approximately-, as

the impulses always begin at the same time relatively to the beginning of the symbol

sampling - i.e n = 0. Otherwise, if there is no synchronization, the REIN impulses affect

the demodulation at different times of the symbol sampling, as illustrated by figures 1

and 2.

So let us assume that, when an impulse appears, it is the signal I[n] delayed by some

random variable Φ ∈ [−t, T ] in respect to beginning of the symbol sampling - i.e n = 0.

Assume also that the impulses occur far apart from each other, so that when we look at

the effect of a single impulse on the demodulation of a certain symbol we can consider

I[n] = 0, for n < 0. Under those assumptions, the effect of an impulse, Eimp[k,Φ], on the

kth carrier’s constellation point of a certain DMT symbol is then given by:
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Figure 1: I[n− Φ] for Φ ∈ {−10,−40, 250}

Figure 2: I[n− Φ] for Φ ∈ {450, 750, 1000}

Eimp[k,Φ] =
T−1
∑

n=0

I[n− Φ] · exp
(−j · 2π · n · k

T

)

=
T−1
∑

n=0

I[n− Φ] · cos
(

2π · n · k
T

)

+ j ·
T−1
∑

n=0

I[n− Φ] · sin
(

2π · n · k
T

)

=

T−Φ−1
∑

x=−Φ

I[x] · cos
(

2π · n · (x+ Φ)

T

)

+ j ·
T−Φ−1
∑

x=−Φ

I[x] · sin
(

2π · n · (x+ Φ)

T

)

=
T−Φ−1
∑

x=0

I[x] · cos
(

2π · n · (x+ Φ)

T

)

+ j ·
T−Φ−1
∑

x=0

I[x] · sin
(

2π · n · (x+ Φ)

T

)

,Φ ≥ 0.

(3.3)

Thus, if Φ ≥ 0, the real and imaginary parts of the effect of an impulse on the kth

carrier are equal to:
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Re{Eimp[k,Φ]} =
∑T−Φ−1

x=0 I[x] ·
{

cos
(

2π·n·x
T

)

· cos
(

2π·n·Φ
T

)

− sin
(

2π·n·x
T

)

· sin
(

2π·n·Φ
T

)}

= cos
(

2π·n·Φ
T

)

·
{

∑T−Φ
x=0 I[x] · cos

(

2π·n·x
T

)

}

− sin
(

2π·n·Φ
T

)

·
{

∑T−Φ
x=0 I[x] · sin

(

2π·n·x
T

)

}

= cos
(

2π·n·Φ
T

)

·
{
∑t

x=0 I[x] · cos
(

2π·n·x
T

)}

− sin
(

2π·n·Φ
T

)

·
{
∑t

x=0 I[x] · sin
(

2π·n·x
T

)}

, t ≤ T − Φ− 1.

(3.4)

Imag{Eimp[k,Φ]} =
∑T−Φ−1

x=0 I[x] ·
{

sin
(

2π·n·x
T

)

· cos
(

2π·n·Φ
T

)

+ sin
(

2π·n·Φ
T

)

· cos
(

2π·n·x
T

)}

= cos
(

2π·n·Φ
T

)

·
{

∑T−Φ
x=0 I[x] · sin

(

2π·n·x
T

)

}

− sin
(

2π·n·Φ
T

)

·
{

∑T−Φ
x=0 I[x] · cos

(

2π·n·x
T

)

}

= cos
(

2π·n·Φ
T

)

·
{
∑t

x=0 I[x] · sin
(

2π·n·x
T

)}

− sin
(

2π·n·Φ
T

)

·
{
∑t

x=0 I[x] · cos
(

2π·n·x
T

)}

, t ≤ T − Φ− 1.

(3.5)

If we now define:

P [k]
.
=

t
∑

x=0

I[x] · cos
(

2π · n · x
T

)

(3.6)

Q[k]
.
=

t
∑

x=0

I[x] · sin
(

2π · n · x
T

)

(3.7)

M [k]
.
=

√

P 2[k] +Q2[k] (3.8)

Θ[k]
.
= arctan

P

Q

Ψ [k,Φ]
.
=

2π · n · Φ
T

+Θ (3.9)

We finally have:

Re{Eimp[k,Φ]} = M [k] · cos
(

2π · n · Φ
T

+Θ

)

, t ≤ T − Φ− 1,Φ ≥ 0.

Imag{Eimp[k,Φ]} = M [k] · sin
(

2π · n · Φ
T

+Θ

)

, t ≤ T − Φ− 1,Φ ≥ 0.

Eimp[k,Φ] = M [k] · {cos (Ψ [k,Φ]) + j · sin (Ψ [k,Φ])} , t ≤ T − Φ− 1,Φ ≥ 0. (3.10)

That means that, if both the conditions a) "Φ ≥ 0" and b) "t ≤ T − Φ − 1" are

satisfied, the effect of a REIN impulse on the kth carrier of a certain DMT symbol, as

equation 3.10 shows, has constant magnitude in respect to the delay Φ and is equal to

M [k] as given by 3.8. Furthermore, its phase, Ψ [k,Φ] in equation 3.9, is an affine function
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Figure 3: The waveform of the noise impulse

of the random variable Φ and has the same kind of distribution Φ does.

The condition "a" is not satisfied for Φ ∈ [−t,−1], and condition "b" is not satisfied

for Φ ∈ [T−t, T−1]. That gives at maximum a percentage of 2t
T+t

of the values for Φ. If we

assume Φ to be homogeneously distributed and T to be much greater than noise impulses’

length in samples, t, both conditions are thus satisfied for most of the time. According

to [ITU-T 2009], T = 1024 for ADSL2+, and the noise described on [ITU-T 2001] and

illustrated by figure 3 has an impulse duration in number of samples, t, about a tenth of

T. So the model described here should apply reasonably well for that scenario.

On the other hand, if the noise impulses’ length are not much smaller than T , the

variation of the magnitude may not be negligible. In that case, the condition "Φ ≥ 0"

and "t ≤ T −Φ− 1" may be satisfied only for a few times and the magnitude of effect of

the impulse may then depend on the delay and be a function of the random variable Φ

for most of the time.

Finally, the error caused by the REIN noise on the demodulation of the DMT symbols

will alternate, accordingly to the rate of impulse generation f and the frequency of the

DSL sampling F , between none -in between the impulses- and Eimp[k,Φ] -when impulses
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appear:

ER[k,Φ] = (1− f

F
) · 0 + f

F
· Eimp[k,Φ] (3.11)

On a scenario in which the background noise, B, is negligible in comparison to the

REIN R, if for some k M [k] is greater than the distance between the QAM points of

that carrier, deltak, we can consider approximately that there is an error independently

of phase. This is is just an approximation, as the points are spaced over squares, and

their diagonals, for example, are greater than the radius of the circle around the points;

but this consideration simplifies the modeling and clearly works as an upper bound. We

then consider only the magnitude, M [k], of the effect of the impulses on the QAM-

constellations.

Then, if M [k] > deltak for some k on that scenario, it is reasonable to assume that,

every time an impulse is present during a symbol sampling, there is an error on that

carrier k. In that case, the probability of symbol error thus depends basically on the ratio

between the rate of impulse generation, f , and the symbol sampling frequency, F :

Psym ∼ f

F
(3.12)

As the xDSL implementations normally choose a bit loading algorithm so that all

deltak are equal and chosen in order to achieve some wanted probability of error for the

whole symbol, based on the assumption that the noise is AWGN[Golden e Jacobsen 2006],

it is clear that, in order to fully mitigate that noise impact, the parameter SNR Margin

should then be chosen so that deltai is greater than max
{M [k]}
i∈[1,T ] for all i. Section 3.3

describes it further.

3.2 Background Noise Modeling

Now, if we consider the scenario with both REIN and some other background noise,

and as the magnitude of the effect of the noises is what is being considered, it is also in

need to obtain a description of the modulus of the effect the background noise causes on

the symbols.

So let us assume that, at every instant of the symbol sampling, the noise amplitudes
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B[n] are independent random variables equally distributed, with mean µB and standard

deviation σB. Thus, as the demodulation done through the DFT is linear, the effect E[k]

of the noise on the kth carrier of a certain symbol is a random variable function and can

be calculated as:

EB[k] =

T−1
∑

n=0

B[n] · exp
(−j · 2π · n · k

T

)

∣

∣

∣

∣

∣

T−1
∑

n=0

B[n] · cos
(

2π · n · k
T

)

+ j ·
T−1
∑

n=0

B[n] · sin
(−2π · n · k

T

)

∣

∣

∣

∣

∣

(3.13)

As we assumed B[n] to be i.i.d, we have a sum of i.i.d random variables, multiplied

by constants, at the real and the imaginary parts of the inner sum of (3.13). By the

Central Limit Theorem, those sums approach a Gaussian distribution as T goes to infinity,

independently of the equal distribution of the random variables at the single instants, B[n].

According to [ITU-T 2009], T = 1024 for ADSL2+ lines, which is relatively large, so that

makes good a approximation. In that case, the noise in the time domain can be Gaussian

or not, but its effect on the real and imaginary parts of the demodulated DMT symbols

is still Gaussian.

As each one of those parts, real and imaginary, is a sum of random variables as

mentioned before, their mean is the sum of the individual means. As we assumed B[n] to

be i.i.d, the means of the real and imaginary parts are given by:

=
T−1
∑

n=0

µB · exp
(−j · 2π · n · k

T

)

= µB

T−1
∑

n=0

exp

(−j · 2π · n · k
T

)

= µB · 0 = 0

Moreover, their variances are equal, called σ2, given by what follows:
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σ2 = σ2
B

T−1
∑

n=0

cos2
(

2π · n · k
T

)

= σ2
B

T−1
∑

n=0

sin2

(

2π · n · k
T

)

= σ2
B · T

And thus their standard deviation σ is equal to σB ·
√
T .

Being the real and imaginary parts zero-mean random variables with standard de-

viation σ, if we force the assumption of them being independent random variables, the

resulting magnitude of the effect of the background noise on the kth carrier, |EB[k]|, has

a Rayleigh distribution with parameter σ. Its expectancy and variance, thus, are:

E{|EB[k]|} = σ ·
√

π

2
V {|EB[k]|} = σ2 · (4− π)

2
(3.14)

Those results and the ones obtained on section 3.1 will be used next for proposing a

way of mitigating the effect of the kinds of noises discussed here.

3.3 Mitigation Through Compensating Margin

This section proposes a way of mitigating the effect of some REIN that starts affecting

a line after it has been synchronized. As exposed during the explanation of the problem

in the Introduction, if we just resynchronize the line, it usually will not be enough to

mitigate the loss in that case, as the modem assumes the noise is AWGN. Instead, we

propose a way of mitigating that effect through resynchronization, too, but with a specific

choice for the SNR Margin parameter that should be enough for the protection.

We know that, as mentioned by [Golden e Jacobsen 2006], the bit allocation algo-

rithms implemented by the modems should consider the SNR at each frequency in order

to choose the number of bits for each carrier. There is no clear definition, however, of

how that value of SNR should be measured. On the other hand, it is clearly defined that

the modulation and demodulation schema should be implemented using the DFT. So, if

the SNR measurements are to help the bit allocation in any way, it seems reasonable to

assume that the noise power measurements are done through a similar method - sampling

the noise and projecting the resulting discrete-time signal into the discrete-time signal cor-
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responding to each carrier. Furthermore, as the SNR is for each frequency, independent

of phase, it makes sense to assume that the power measure is related to the magnitude

of the DFT. Finally, the result of the measurement of the noise power should also be the

calculated through some averaging, and not the result of a single calculation. Otherwise

outliers could be common and the measurements could be inaccurate.

From now on we then assume that a single measurement, UQ[k], done by the modem,

of the power of some signal Q at the frequency of the kth carrier is the square of of the

magnitude of its T-point DFT, DQ[k]:

UQ[k] = {|DQ[k]|}2

UQ[k] =

{
∣

∣

∣

∣

∣

T−1
∑

n=0

Q[n] · exp
(−j · 2π · n · k

T

)

∣

∣

∣

∣

∣

}2

(3.15)

We assume also that, for the power of the signal Q, for each frequency k, the final

value considered by the modem is an average of many measurements of the above taken

over a long enough period so that we can approximate it by the expectancy of the random

variable UQ[k]:

PQ[k] = E {UQ[k]} (3.16)

Now let us consider the power measurements done by the modem for the composite

signal, S, made of the REIN - R, with impulse duration t, in number of samples, much

smaller than T - and some background noise, B. First, US[k] is given by:
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US[k] =

{∣

∣

∣

∣

∣

T−1
∑

n=0

S[n] · exp
(−j · 2π · n · k

T

)

∣

∣

∣

∣

∣

}2

=

{
∣

∣

∣

∣

∣

T−1
∑

n=0

(B[n] +R[n]) · exp
(−j · 2π · n · k

T

)

∣

∣

∣

∣

∣

}2

=
{
∣

∣

∣

∑T−1
n=0 B[n] · exp

(

−j·2π·n·k
T

)

+
∑T−1

n=0 R[n] · exp
(

−j·2π·n·k
T

)

∣

∣

∣

}2

= {|DB[n] +DR[n]|}2

(3.17)

As DB[n] and DR[n] are complex numbers, we have that the square of the magnitude

of their sum is given by the cosine law, and that implies:

US[k] = {|DB[n] +DR[n]|}2

= |DB[n]|2 + |DR[n]|2 + 2 · |DB[n]| · |DR[n]| · cosΨ

(3.18)

where Ψ is the angle between the two complex numbers DB[n] and DR[n], which varies

accordingly to the them, and thus is a random variable.

The expectancy of US[k] is thus given by:

PS[k] = E{US[k]}

= E{|DB[n]|2 + |DR[n]|2 + 2 · |DB[n]| · |DR[n]| · cosΨ}

= E{|DB[n]|2}+ E{|DR[n]|2}+ 2E{·|DB[n]| · |DR[n]| · cosΨ}

(3.19)

On section 3.1, we concluded that the the T-point DFT of the kind of REIN mentioned

here for R has magnitude approximately constant for each frequency, M [k], when an

impulse is present, and 0 in between the impulses. If the probability of a REIN impulse

being present during the measurement is pi =
f

F
, that leads to expectancy of |DR[n]| and

|DR[n]|2:
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E{|DR[n]|} = (1− pi) · 0 + pi ·M [k] = pi ·M [k]

E{|DR[n]|2} = (1− pi) · 02 + pi ·M [k]2 = pi ·M [k]2

(3.20)

So we can calculate the value for the power measurement PS[k] made by the modem,

if we force the assumption of the random variables |DB[n]|, |DR[n]| and cosΨ being

independent:

PS[k] = E{|DB[n]|2}+ E{|DR[n]|2}+ 2E{|DB[n]|} ·E{|DR[n]|} · E{cosΨ}

= E{|DB[n]|2}+ pi ·M [k]2 + 2 · pi ·E{|DB[n]|} ·M [k] ·E{cosΨ}

(3.21)

On the other hand, if the impulses were present during all the measurements, we

would have that the expectancy E{|DR[n]|} would be equal to M [k], and the expectancy

E{|DR[n]|2} would be equal to M [k]2. In that case the average power measurement would

give a value P ′ equal to:

P ′
S[k] = E{|DB[n]|2}+M [k]2 + 2 ·E{|DB[n]|} ·M [k] ·E{cosΨ}

(3.22)

We concluded on section 3.2 that the magnitude of the effect of the background noise,

satisfying the assumptions there made, has a Rayleigh distribution. If its parameter is x,

then its expectancy is E{|DB[n]|} = x
√

π
2

and its variance is V {|DB[n]|} = x (4−π)
2

. That

leads to:

E{|DB[n]|2} = V {|DB[n]|} + E{|DB[n]|}2 = 2x2

PS[k] = 2x2 + 2x

√

π

2
·M [k] · E{cosΨ} · pi + pi ·M [k]2

P ′
S[k] = 2x2 + 2x

√

π

2
·M [k] · E{cosΨ}+M [k]2

(3.23)

Then, for facility of notation, we omit the details of the variables, like the indices for
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the frequencies, k, and we now define y
.
= M [k] and β

.
=

√

π
2
·E{cosΨ} . That leads to:

PS[k] = 2x2 + 2xypiβ + piy
2 P ′

S[k] = 2x2 + 2xyβ + y2

(3.24)

By doing that, we can easier analyze the function

f(x, y, pi, β) =
P ′
S[k]

PS[k]
=

(2x2 + 2xyβ + y2)

(2x2 + 2xypiβ + piy2)

and see how greater than PS[k] could be P ′
S[k]. In other words, we can calculate how

greater would be the power measured by the modem, if the noise impulses were present

during each single measure of the calculated average, in relation to the power it actually

measures. By calculating a value γ =
P ′

S
[k]

PS [k]
, we can set the parameter SNR Margin

to exactly γ. By definition, the SNR margin is the factor by which the noise power can

increase so that the line remains protected [Golden e Jacobsen 2006]. This should protect

the line from the impulses.

We can rewrite f as:

f(x, y, pi, β) =
(2 + 2 y

x
β + ( y

x
)2)

(2 + 2βpi
y

x
+ pi(

y

x
)2)

a
.
=

y

x
→ f(x, y, pi, β) = g(a, pi, β) =

(2 + 2aβ + a2)

(2 + 2aβpi + pia2)
(3.25)

Here, a = y

x
is the ratio of the magnitude of the effect caused by a REIN impulse,

I[n], and the parameter of the distribution of the effect caused by the background noise,

B[n].

The function g(a, pi, β) should finally give the factor by which the impulses’ power

could be greater than the one measured by the modem. If the values for a, pi and β are

known, the value for the parameter Signal to Noise Ratio Margin has thus been found.

However, that solution is not of practical interest, as those values are usually not known.

So it is worth mentioning that the function g(a, pi, β), for fixed pi and β, has a limit in

the infinite, which can be calculated using the L’Hôpital Rule, of 1
pi
= F

f
- where f is the

rate of impulse generation and F is the frequency of the symbol sampling. Moreover, its

derivative is always positive - this is illustrated by figure 4 for f = 50Hz and by figure 5
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Figure 4: Behavior of the ratio of power measurements for f = 100Hz

for f = 100Hz.

This leads to the conclusion that the average power measured if the noise impulses were

present during all the single measurements would be greater than the power measured

by the modem by a factor of, at maximum, F
f
. That factor only increases as a = y

x

gets bigger, but never exceeds F
f
, independently of the power of the impulses. So, if we

resynchronize the line and choose a SNR Margin equal to that factor, there should be no

error at all, independently of how big is the ratio between the impulses’ magnitude and

the background noise’s magnitude. Then the SNR Margin, in dB, can be chosen equal to:

SNRMGNdb
= 10 · log10

(

F

f

)

(3.26)

Specifically, if a REIN noise, satisfying the definitions made here, starts affecting a

line with an impulse generation rate of 100Hz, a resynchronization with the parameter

SNR Margin set to about 16db should be able to mitigate the noise effect.

This hypothesis and other claims are validated in the following chapter.
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Figure 5: Behavior of the ratio of power measurements for f = 50Hz
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4 Results and Validation

In order to validate the model and the technique for mitigation here proposed, exper-

iments were realized on a ADSL2+ testbed, which will be described in section ??. The

noise used was the one mentioned in [ITU-T 2001], which has an impulse length of about

a tenth of the DMT symbol sampling duration - ≈ 0.25 ·10−4s. The waveform there listed

was injected on the line at a impulse generation rate of 50Hz and 100Hz. Other noises

were also used for a comparison between the results, but, from now on, when "the" noise

is mentioned, it is the one mentioned by the standard, illustrated below by figure 6 and

7.

The magnitude spectrum illustrated by figure 7 belongs to waveform I[n], not delayed

by any sample. But the model proposed and the result in equation 3.10 say that the

magnitude spectrum should be the same for I[n−Φ] for all values of Φ satisfying t ≤ T−Φ

and Φ ≥ 0. This is still validated below.

Besides the experiments realized on the testbed, the result in equation 3.10 was first

validated through simulation, realized by calculating the T-point DFT of the samples of

the noise. As the duration of that noise impulse is much smaller than the duration of

the symbol sampling and as, with the impulse generation rates of 50Hz and 100Hz, the

impulses are many symbols apart - about 4000
50

symbols -, the rest of the samples was

completed with zeros in order to fulfill the T = 1024 samples of ADSL2+.

The noise was then delayed in relation to the beginning of the sampling - i.e n = 0 -,

and the result of its DFT was evaluated. The figures 8 and 9 illustrate the delaying, with

the plots of I[n− Φ] for Φ ∈ {−10,−40, 250, 750, 1000}.

4.1 Simulation

The result of 3.10 showed that, for values of Φ satisfying t ≤ T − Φ and Φ ≥ 0, the

real and imaginary parts of the error caused by the impulse I[n− Φ] on the carrier k of
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Figure 6: The waveform of the noise impulse

Figure 7: The Discrete Fourier Transform (magnitude) spectrum of the noise impulse
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Figure 8: I[n− Φ] for Φ ∈ {−10,−40, 250}

Figure 9: I[n− Φ] for Φ ∈ {450, 750, 1000}

a certain symbol should vary as sinusoids, with frequencies depending on the carrier, and

the error’s magnitude should be constant. The results of calculating the T-point DFT

of I[n − Φ] for Φ ∈ [−t, T ] are shown below as a function of the delay, Φ, in number of

samples, for several frequencies, by figures 10, 11, 12 and 13, with the real and imaginary

parts on the left and the magnitude on the right. The y-axis is not normalized to any

particular scale, but this should be of no importance to the discussion.

The point here is that, for values of Φ satisfying t ≤ T − Φ and Φ ≥ 0, the result is

Figure 10: Impulse effect behavior for the 3rd carrier, as a function of the delay Φ
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Figure 11: Impulse effect behavior for the 10th carrier, as a function of the delay Φ

Figure 12: Impulse effect behavior for the 50th carrier, as a function of the delay Φ

Figure 13: Impulse effect behavior for the 100th carrier, as a function of the delay Φ



4.2 Testbed and Experiment Description 42

really close to the predicted by the model, as shown by the figures. So, if the assumption

of Φ being homogeneously distributed is good enough, the error caused by the noise on

the experiments should behave approximately like predicted too.

In order to fully validate the research, the experiments briefly mentioned before were

performed using the a testbed. The descriptions of the testbed and the experiments are

given next.

4.2 Testbed and Experiment Description

To test the hypothesis, a final validation using an ADSL2+ testbed was performed.

The testbed is composed by two Speedtouch modems, communicating through a line

emulator capable of emulating lines with different loop lengths - which is the distance

between the modems - subject to a waveform injector.

One of the modems played the role of the client, and the other one, the Central

Office DSLAM. For each experiment, the modems were synchronized with some choice

for the protection parameters Signal to Noise Ratio Margin, LoopLength, Impulse Noise

Protection, and a video stream was sent from the DSLAM to the client.

For conclusions about loss, the metric utilized was the loss of IP datagrams, using

traces of the dumping of packets on both sides of the line and measuring the ratio between

ones successfully received and the total of packets sent.

As for the validation of the conclusion, given by equation 3.10, that the magnitude of

the impact of the impulse on the demodulation of the symbols is approximately constant,

we could just synchronize the modems, inject noise on the line, measure the SNR change

for each carrier and see if it follows a pattern proportional to the noise’s discrete spectrum

shown by figure 14. However, as mentioned before, although the testbed used could

measure the SNR for allocating the number of bits, there was no way to obtain the SNR

values for different instants of time; the equipment used does not provide it. So, the

experiment used for validation was the following, Experiment 1:

• synchronize the modems - synchronization 1;

• inject noise into the line, affecting the transmission between the modems;

• force re-synchronization of the modems, with noise still on the line - synchronization

2;
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• measure the difference of the allocation of bits between synchronizations 1 and 2

and plot it as a function of frequency - curve 1;

• check similarity between curve 1 and the noise’s discrete spectrum;

It is worth mentioning that, as the bits are allocated depending on the SNR at each

frequency, the difference of the bits allocated to each synchronization gives indeed a sense

of the noise power measured by the modem.

In order to test the hypothesis claimed on section 3.3, the following, Experiment 2,

has been performed:

• synchronize the modems - synchronization 1;

• inject noise into the line, affecting the transmission between the modems;

• measure the loss of data caused by the noise;

• force re-resynchronization of the modems, with noise still on the line - synchroniza-

tion 2;

• measure the loss of data caused by the noise after re-synchronization;

4.3 Results

4.3.1 Experiment 1

For the validation of the model, experiment 1 was performed for a number of times,

and now some plots of the comparison between the difference of bits allocated to the two

synchronizations and the noise’s discrete spectrum are shown. The noise spectrum is first

shown by figure 14. Once again, the y-axis is not normalized to any particular scale, but

that should be of no importance to the discussion: we are only interested in comparing

the shapes of the waveforms.

As a result of the experiment 1, now figure 15 illustrates, as a function of frequency,

the difference of bits allocated to each synchronization.

On that figure, the high peaks are due to different pilot carriers chosen between the

synchronizations. Even so, and despite the rounding caused by the integer constraint on

the number of bits, we can see by those figures that the power measured by the modem
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Figure 14: The Discrete Fourier Transform (magnitude) spectrum of the noise impulse

Figure 15: Difference of allocated bits for LoopLenght = 2000m, INP = 0, SNRmgn =
6dB, and REIN with f = 50Hz

when the noise is of the REIN type is indeed similar to the noise’s discrete spectrum.

Moreover, it should be clear now, after all the previous discussion, that this plot should

become more and more similar to the noise’s discrete spectrum as f increases if the all

the assumptions made on section 3.3 hold. So we plot that again on figure 16, with the

same line parameters, but with f = 100 Hz.

Figure 16 shows even more similarity with the noise’s discrete spectrum. Figure 17

shows a comparison.
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Figure 16: Difference of allocated bits for LoopLenght = 2000m, INP = 0, SNRmgn =
6dB, and REIN with f = 100Hz

Figure 17: Difference of allocated bits for LoopLenght = 2000m, INP = 0, SNRmgn =
6dB, and REIN with f = 100Hz and f = 50Hz
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On the other hand, for AWGN the plot of the difference of bits is much flatter. This

is shown by figure 18.

Figure 18: Difference of allocated bits for LoopLenght = 2000m, INP = 0, SNRmgn =
6dB, and AWGN

Just to make clear the distinction, figures 19 and 20 make the comparison of the three

cases, for the parameter SNR Margin set to 6db and 9db.

All those graphs should be enough to validate the model on section 3.1 and the

assumptions made on section 3.3 about the power measurements made by the modem.

We next show the results of Experiment 2, in order to validate the hypothesis made

at the end of section 3.3.

4.3.2 Experiment 2

Here are shown the results of experiment 2. They were all performed on testbed

described before, with LoopLength = 2000m and INP = 0. The choice of no Impulse

Noise Protection is due to the factors mentioned before: we do not want any coding

to interfere on the loss measurements; the intention is to protect the line only through

changing parameters at the physical layer.

As mentioned on the description of Experiment 2, the line was synchronized, next noise

was injected into it and the loss of IP datagrams was measured. Next, a resynchronization
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Figure 19: Difference of allocated bits for LoopLenght = 2000m, INP = 0, SNRmgn =
6dB, all three noises

Figure 20: Difference of allocated bits for LoopLenght = 2000m, INP = 0, SNRmgn =
9dB, all three noises

was forced, and the loss was measured again. Table 1 show the results.

From those results we can see that, with AWGN noise being injected, the line always
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Table 1: Loss before and after resynchronization, for different SNR Margin values

Noise SNR Margin Before resync After resync
AWGN 6dB 0.003150 0

9dB 0 0
12dB 0 0
15dB 0 0

REIN 50Hz 6dB 0.033550 0.034170
9dB 0.037100 0.033460
12dB 0.034140 0.001090
15dB 0.036040 0.000000

REIN 100Hz 6dB 0.066770 0.067510
9dB 0.068630 0.066570
12dB 0.069760 0.000000
15dB 0.071970 0.000000

recovers itself after a synchronization, independent of the value for the parameter SNR

Margin. However, when the noise injected is a REIN, the behavior is different - this is

exactly what was explained on chapter 1, during the introduction to the problem.

The hypothesis of section 3.3 was that a resynchronization with a SNR Margin value

of 10log10
(

F
f

)

should be enough for REINs of any impulse power. That gives a value of

19.031 for f = 50Hz and 16.021 for f = 100Hz.

The table shows that, for f = 50Hz, a SNR Margin of 15dB was enough for the

recovery of the line. Moreover, for f = 100Hz, 12dB was already enough. So, there was

no need to perform experiments of higher values for SNR Margin, as they would only

result in zero loss again. And those results are in accordance with the hypoteshis.

It is worth mentioning that the value for SNR Margin that was enough for the exper-

iments with the noise we used could not be enough for another REIN with more impulse

power. This work proposed a value for that parameter that should be enough for any

impulse power, and that is why there can be differences between the value proposed and

the one that is enough for a specific noise.
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5 Conclusions and Future work

Throughout this work, an analytical model of the effect of REINs on the DMT sym-

bols, for each frequency, was derived. The research has shown that, based on some simple

assumptions about the time domain characteristics of the impulses, it becomes possible

to better understand the behavior of a given repetitive interference on the demodulation

of the symbols. It was shown that REINs with small duty cycle -with short impulses in

comparison to the DTM symbol sampling duration- cause an error, on the demodulation

of the symbol, whose magnitude is approximately constant for each frequency and whose

phase is homogeneously distributed.

A contribution deriving from that model was a practical way of calculating and ob-

taining a non-arbitrary value for the SNR Margin parameter so that, when the line resyn-

chronizes, there is no error anymore. With that parameter value, the noise effect has been

compensated for all the experiments, with only one synchronization. The effect of the

noise could be mitigated without increasing the Impulse Noise Protection parameter, and

that characteristic can benefit specially those delay-sensible applications - since increasing

the INP value increases the transmission delay.

Two main restrictions of the work here proposed could be pointed out: when you

resynchronize the line with the parameter here proposed, you must assume the noise

affecting it is of the REIN type; moreover, you must also assume a value for f .

The first restriction relates to the assumption that the noise is made of repetitive

impulses which are much smaller in length than the DMT symbol sampling. That as-

sumption is valid for the noise we used, but could not so for some other ones. Thus, the

modeling of repetitive noises with impulses larger than that lead straight to future work.

As for the assumption of a value for f , we know that most of the electrical power

around the world is of the alternate type, with frequencies of 50Hz and 60Hz mainly.

Thus, those frequencies could be good default values for f , when no other is known.

In any case, the bit allocation algorithms of nowadays do assume the presence of
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AWGN, so what we propose here is just another assumption, in case the first one does

not seem to hold.
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