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1. Contexto

No processo de desenvolvimento de um sistema computacional, é necessário um meio de prever características de desempenho e confiabilidade do sistema em funcionamento. Para antever o comportamento dos sistemas, são usados modelos matemáticos, que permitem a avaliação dos efeitos que as variáveis envolvidas têm no sistema em diversas situações. Como quase sempre as variáveis de um sistema computacional são aleatórias, ou seja, não seguem um determinado padrão, os modelos mais apropriados para descrever esse tipo de sistema são os modelos probabilísticos. Dentro dessa categoria de modelos estão os modelos baseados no formalismo de Cadeias de Markov, que permitem descrever o funcionamento de um sistema através de um conjunto de estados e transições entre esses estados. Por isso um modelo desse tipo pode ser visto como uma máquina de estados, propriedade muito útil na área de computação.

2. Objetivos

 O trabalho tem como objetivo descrever o processo de modelagem de sistemas computacionais utilizando o formalismo matemático de Cadeias de Markov, primeiro explicando noções básicas de probabilidade e a definição informal das Cadeias de Markov, depois mostrando a definição formal e como usá-la para modelar um sistema computacional, e finalmente detalhando o processo de modelagem e análise de desempenho de um sistema exemplo. Haverá também a apresentação superficial de outras técnicas de modelagem relacionadas com as Cadeias de Markov.

3. Cronograma

O cronograma abaixo demonstra algumas datas para as atividades principais do processo de desenvolvimento do trabalho de graduação. Os prazos podem ser alterados conforme o aprofundamento do trabalho ou o acontecimento de imprevistos.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Atividade** | **Agosto** | **Setembro** | **Outubro** | **Novembro** |
| **Levantamento bibliográfico e estudo do material**  | X | X | X | X | X | X |  |  |  |  |  |  |  |  |  |  |
| **Modelagem do sistema exemplo** |  |  |  |  |  |  | X | X | X | X | X | X | X | X |  |  |
| **Escrita da Monografia** |  |  |  |  | X | X | X | X | X | X | X | X | X | X |  |  |
| **Elaboração da Apresentação** |  |  |  |  |  |  |  |  |  |  |  |  |  | X | X | X |
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