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Abstract

In this work, we proposed to use the Zoomed
Ranking approach to rank and select time series
models. Zoomed Ranking, originally proposed to
generate a ranking of candidate algorithms, is
employed to solve a given classification problem based
on performance information from previous problems.
The problem of model selection in Zoomed Ranking
was solved in two distinct phases. In the first phase, we
selected a subset of problems from the instances base
that were similar to the new problem at hand. This
selection is made using the k-Nearest Neighbor
algorithm, whose distance function uses the
characteristics of the series. In the second phase, the
ranking of candidate models was generated based on
performance information (accuracy and execution
time) of the models in the series selected from the
previous phase. Our experiments using the Zoomed
Ranking revealed encouraging results.

Keywords: time series forecasting, meta-learning,
ranking.

1. Introduction

A time series is a set of observations of a
phenomenon ordered in time [2]. Examples of time
series include the monthly home electric energy
consumption registered for a period of one year or the
diary sales of a product in the course of one month.

Time series analysis is an identification process for the
characteristics, patterns and important properties of a
series used to describe in general terms a generator
phenomenon [6]. Forecasting is, without doubt, one of
the main goals in time series analysis.

Time series forecasting has been used in many real
world problems, reducing the risks that arise from
uncertainties, as well as helping in planning and
decision-making, since the effectiveness of a decision
obviously depends on the events that follow afterward.

A number of models have been developed in the
literature regarding time series forecasting. Therefore,
selecting the most adequate model for forecasting a
given series can be a difficult task that depends on the
candidate models and the characteristics of the series.

Moreover, there are many methods that facilitate the
selection of classification algorithms in the Meta-
Learning' area. Many of these methods suggest a single
algorithm or a group of algorithms that are expected to
perform well in the given problem [8] [3]. Thus, the
need to obtain a more informative solution arises. We
believe that providing a ranking of the candidate
algorithms is a more informative and flexible solution.
A further advantage of having a ranking of algorithms
is to allow the user to select either a single algorithm or
more than one in accordance with the available
resources (i.e. time and hardware).

In this context, there are currently several methods
that generate algorithm rankings based on their past
performance information. Some of these methods use
accuracy as performance information [4] [12], while

! There are many interpretations that can be attributed to the term
‘meta-learning’. In general, meta-learning is the study of how
learning systems can increase their efficiency through their own
expertise.
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others use accuracy and time [14]. However, these
methods do not take into account the characteristics that
define the problem. Given a new problem, a static
ranking is generated based on all available performance
information, without regardless of the problem at hand.
Zoomed Ranking [15] [5] emerges to solve the
drawbacks of these other methods in the selection of
classification algorithms.

We propose a Meta-Learning approach, which
acquires knowledge from the input data to select time
series models. This solution leads to the integration of
two distinct areas of knowledge: Time Series
Forecasting and Meta-Learning.

2. Zoomed Ranking for selection of
models

The Zoomed Ranking approach is composed of two
distinct phases. In the first phase, namely the zooming
phase, a subset of problems (training series) similar to
the new problem at hand is selected from the base of
instances. This selection is made using the k-Nearest
Neighbors algorithm, whose distance function uses the
characteristics of the problem to select the k from
previously processed cases that are most similar to the
new problem. In the second phase, the ranking of the
candidate models is generated based on their
performance information (accuracy and execution
time) regarding the problems selected from the
previous phase.

2.1. Selection of most similar series

As shown in the previous section, the selection of series
that are most similar to the new problem is performed
in the zooming phase. This phase receives this name
because, given a space of previously processed
problems, we focus only on the neighborhood of the
series that represent the problem at hand. The relevance
of a processed series regarding the new series at hand is
measured using the set of the meta-attributes of the
series.

In this work, the meta-attributes used were the
length of the series, basic tendency, percentage of
turning points and first auto-correlation coefficient.
Some important criteria were added to the definition of
these meta-attributes. The first was the choice of
characteristics that could be reliably identified, thus
avoiding subjective analysis, such as visual inspection
on the series graphics. Another aspect is the fact that
other authors in the time series literature should have
previously used the meta-attributes. Finally, it is

necessary to use a manageable number of attributes to
avoid spending an excessive amount of time on the
model selection process.

The distance between the series is measured using
the unweighted L; norm [1]:

V. .
dist(v” Ve, )= — (1
S .5 _
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where s; and s; are the series and v,,;is the value of the
meta-attribute x on the series s;.

The range of possible values for normalization
divides this distance. The distance function is used as
part of the k-Nearest Neighbors algorithm, the idea of
which is simply to select the k nearest cases to a input
case given a distance function [10].

2.2. Generation of ranking based on accuracy
and time

After selecting the relevant series in the previous
section, ranking is generated based on the performance
information obtained with the application of the
candidate models to these series. As the selected series
are similar to the one that represents the new problem,
the models are expected to behave similarly when
applied to them.

The method of ranking generation used is the Adjust
Ratio of Ratios (ARR), which combines information of
accuracy and time to generate the ranking of the
candidate models [5]. The ARR is defined according
Equation 2:

SR;,
SR’
ARRY = ¢ (2)
m,,m, 1 + T;;I
1+ AccD *log| ——*-

1+7)

where SR * and T * represent the success rate and the
m, m,

time of the m, model on the series s;, respectively, and
AccD, which will be better explained later, is defined
by the user and represents the relative importance
between accuracy (success rate) and time. The sucess
rate was obtained from the error (Mean of the Absolut
Error) of the candidate models on the forecasting of the
training series, that is, is the inverse of this measure.
The ARR method used the ratio between a benefit
and a cost measure to calculate the overall quality of
the candidate model. The ratio of success rates SR o /
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SR »' can be seen as a measure of advantage of the m,
q

model in relation to the m, model, that is, as a benefit.
Similarly, the ratio of times 1 + Tnf’ /1 +Tnfi can be
» y

q
seen as a measure of disadvantage of the m, model in
relation to the m, model, that is, as a cost. The values of
T, and T were added to 1 in our adaptation of ARR

method, because in our case study, which will be
explained in details in Section 3, there are a great
number of zero values for these measures, making it
impossible to use the original formula. Another aspect
that should be observed regarding the time ratio is the
fact that this measure has a much wider range of
possible values than the ratio of success rate. Therefore,
if a simple ratio of time were used, it would dominate
the ARR method. In this way, the effect of this range
could be minimized using log (1 + T /1 + T ),

which yields the order of magnitude of this ratio.

The relative importance between accuracy and time
can be obtained with the AccD parameter, as mentioned
above. The user gives the value of this parameter and it
indicates how much accuracy is compromised in
speeding up the model ten fold. Finally, the value 1 is
added to yield values that vary around 1, as with the
success rate.

The ranking of the candidate models is generated
using the ARR method of information aggregating, that
is, the value of the ARR method is calculated to each
candidate model and the ranking is generated directly
from these values. This can be achieved in the
following way: First we calculate the geometric mean
across all selected series and then we calculate the
arithmetic mean across all models, as in Equation 3:

2. AL ARR, )
m

where n represents the number of series and m
represents the number of models. The ranking is
derived directly from this measure applied to each
model.

The following definitions are used in the Zoomed
Ranking pseudo-code algorithm:

ARR =

i’Vll7

e TEST SERIES is the set that contains the
performance information of the test series;

e TRAINING_SERIES is the set that contains the
performance information of the training series;

e  MODELS is the set of the candidate models;

®  sis atest series;

e zooming(s) is the application of the zooming phase
to the series s;

e ArgMinimum (Distance, n) is the function that
returns the series with the n-th smallest distance;

e Distance[s/] contains the distance from the s test
series to the s1 series of the training set;

e  Selected[n] contains the n-th most similar series to
s. It has Z positions;

e dist(sl, s2) is the dist measure of the sl series
relative to the s2 series, which was previously presented
in Equation 4;

e Ranking[m/] contains the position of m1 model in
the recommended ranking;

e ARR (ml) is the ARR measure of the m1 model,
which was previously defined in Equation 6;

e recommended_ranking() return the recommended
ranking to the s test series after the application of
zooming(s);

e 7 corresponds to the number of selected series in
the zooming phase.

For all s; € TEST_SERIES {
zooming (si, Z) ;
recommended_ranking () ;

}

zooming (si, Z) {
Init Distance with zero;
For all s; € TRAINING_SERIES
Distance[]j] = dist(si, s3);
For all i € {1, 7}
Selected = ArgMinimun (Distance, Z);

}

recommended_ranking () {

For all my € MODELS
Ranking[k] = ARR (my) ;

}

Figure 1. Zoomed Ranking algorithm

2.3. Generation of ranking based on accuracy
and time

Our system was implemented
architecture presented in Figure 2:

according the
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Figure 2. System architecture
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In this architecture, the DB module represents the
database that contains the meta-examples previously
processed by the candidate models. Each meta-example
associates a time series (represented by a set of
characteristics) to the performance of the candidate
models during the series forecasting. The ML module
represents the meta-learner, that is, the module
responsible for automatically generating knowledge to
facilitate the selection of the candidate models. This
module receives the characteristics of the series as
meta-example input.

In the training phase, the ML module acquires

knowledge from the set of meta-examples stored in the
DB. This knowledge associates the characteristics of
the time series in the training set, which are contained
in the meta-examples, with the performance obtained
by the candidate models on these series. The knowledge
acquired can be refined as new examples are inserted in
the base.
In the use phase, given a new test series for forecasting,
the ML module uses the characteristics of this series to
retrieve the most similar meta-examples contained in
the instances base. The performance information
contained in the selected meta-examples is used for the
ML module to generate the ranking of the candidate
models.

3. Experimental results

The base of series used in our experiments was
extracted from the M3-Competiton [9], containing 645
yearly time series. From these series, 430 were used for
the training of the algorithm and 215 were used for
testing. This database is a standard benchmark dataset
used to foreacasting?. The series are related to
economic and demographic domains and represent an
adequate sample for performing the experiments [13].
In our experiments, we used the following commonly
used candidate models to forecast the M3-Competition
time series: Random Walk [6], Holt’s Linear
Exponential Smoothing [7] and the Auto-Regressive
model [2].

The meta-learner of the ML module is an adaptation
of the Zoomed Ranking discussed in Section 2. This
algorithm was implemented in the C language, using
the Microsoft Visual C++3 tool.

The meta-examples stored in our DB contain the
performance information of the candidate models in

2 International Institute of forecasters:
http://www.ms.ic.ac.uk/iif/data/m3comp/m3comp.htm
3 Microsoft Visual C++ is a registered trademark of the Microsoft

Corporation. We used the 6.0 version of this tool.

each training series. This information was obtained in a
previous work [12] with the implementation of three
candidate models in the Matlab*.

Our experiments were performed with three values
for the AccD parameter (1%, 20% and 40%). The 1%
value represents the situation in which more importance
to accuracy is given. The 40% value represents the
inverse situation, that is, more importance is given to
time. The 20% value represents an intermediate
situation. We used three values for the z parameter (20,
50 and 200), which represents the quantity of series that
are selected for the k-NN algorithm in the zooming
phase. We will denote the use of zooming with z equals
k followed by the application of the ARR as Z,(ARR).

Table 1. Ranking without the zooming phase

AccD 1% 2% 40%

Rank  Algorithm  ARR  Algoritm  ARR  Algorithm  ARR
1 HotsSmoothing 147 RandomWak 1.09 RandomWak 219
2  AutoRegressive 1.02 Holt's Smoothing 1.07 Auto Regressive  0.83
3 RandomWalk  0.79 Auto Regressive  0.93 Holt's Smoothing  0.82

Table 1 shows the ranking generated for ARR, that
is, the ranking generated using all available series in the
database. This result can be seen as a standard result
that will be used to compare the improvement of the
ARR with the use of the zooming phase. It can be seen
that when more importance is given to accuracy, Holt’s
Smoothing model presents the best results, as it is the
slowest model. However, when more importance is
given to time, the Random Walk model tops the
ranking for being the fastest model.

Table 2. Ranking generated for Z,,(ARR)

AccD 1% 20% 40%

Rank Algorithm  ARR  Algorithm  ARR  Algorithm ARR
1 Holt's Smoothing 1.19 Holt's Smoothing 1.36 RandomWak 253
2 RandomWak 1.00 RandomWak 0.86 Auto Regressive 0.97
3 AutoRegressive 0.73 Auto Regressive 0.78 Holt's Smoothing  0.65

Table 2 presents the result of Z,;(ARR) which show
a small variation in the position of the models regarding
the rankings of the Table 1. We observe that, even with
the application of the zooming phase, the Holt’s
Smoothing model continues in the top of the ranking
when is given more importance to the accuracy. The
same occurs with the Random Walk model, which
continues in the top of the ranking when is given more

4 Matlab, the Language of Technical Computing, is a tool from The
MathWorks, Inc. We used the 6.1 version of this tool.
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importance to the time, that is, to the speed of the
model.

Table 3. Ranking generated for Z,o(ARR)

AccD 1% 20% 40%

Rank Algorithm ARR Algorithm ARR Algorithm ARR
1 Holt's Smoothing 1.74 RandomWalk 1.52 RandomWalk  3.63
2 Random Walk  1.43 Holt's Smoothing 0.85 Auto Regressive 1.09
3 Auto Regressive  0.66  Auto Regressive  0.59 Holt’s Smoothing  0.49

When we increase the quantity of selected series in
the zooming phase, as can be seen in Table 3, the
results are similar to previous results. There is a small
variation in just the ranking where AccD equals 20%.
However, AccD equal to 20% is only an intermediate
value. Thus, no greater importance is given either to the
time or the precision.

4. Evaluation of the recommended
ranking

The evaluation of the recommended ranking for
Zoomed Ranking was performed with the use of
Spearman’s rank correlation coefficient [11], which
measures the distance from the recommended ranking
to the ideal ranking. The ideal ranking corresponds to
the correct ordering of the candidate models for a given
test series. For each test series, an ideal ranking is
generated from the performance information of the
candidate models in this series. Thus, the ideal ranking
of the s; series is constructed for the ordering of the m,
model regarding each m, model, as in Equation 4:

2. ARR) . Im @

where m is the number of models and ARR) | is
g

calculated based on the performance information of the
models in the test series.

Spearman’s rank correlation coefficient is defined
according to Equation 5:

m . \2
521_62,.:1(%—!6) )

m’ —m

where rr; and ir; are the ordering of the m; model on the
recommended and ideal ranking, respectively, and m is
the number of models.

This measure is normalized for the value m’ — m to
generate more significant values.

The value 1 represents perfect agreement between
rankings, whereas —1 represents perfect disagreement.
The value 0 means that the rankings are not related. In

this way, values near to 1 indicate that the ranking have
many agreement positions and values near to -1
indicates that the rankings have many disagreement
positions.

Table 4. Mean of Spearman’s coefficients

z=20 z=50 z=200 Sem zooming
AccD r.médio r. médio rs médio rs médio
1% 0.102 0.058 0.123 0.065
20% 0.219 0.181 0.205 0.237
40% 0.391 0.426 0.549 0.563

Each recommended ranking was compared with its
corresponding ideal ranking using Spearman’s rank
correlation coefficient. Table 4 displays the means of
all Spearman’s rank correlation coefficients calculated
for each of the tested configurations. We observe that
the results obtained when more importance is given to
time (AccD = 1%) are better than the results obtained
without the application of zooming. Such results are
due to the way we had chosen the attributes of the
series. The attributes were selected taking precision into
account meanly.

5. Conclusions and Further Work

In this work, we proposed the use of a Meta-Learning
approach that acquires knowledge from the input data
to select time series models. We can point out the
contributions of our work in two different areas, namely
Meta-Learning and Time Series Forecasting. The Meta-
Learning approach used was an adaptation of the
Zoomed Ranking method originally proposed for the
selection of classification algorithms. This method uses
the performance information of the candidate models
on the previously processed series in the generation of
the rankings for these models. However, the rankings
are generated from the information on the series most
similar to the new series at hand, which are selected in
the zooming phase. This selection is made using the k-
NN algorithm.

The results were obtained with the variation of the k
parameter, which represents the number of neighbors of
the k-NN algorithm, and of the AccD parameter, which
represents the relative importance between accuracy
and time. These results are compared with the standard
ARR. The results obtained are better than the results of
the standard ARR in many configurations. This
difference becomes even greater when more importance
is given to accuracy. This occurs because the meta-
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attributes that describe the series were selected taking
accuracy into account.

Another improving of this work could be making
the choice of the parameter AccD more automated. In
this process, the user could simply give the percentage
that represents this parameter to the system.

In future work, we could obtain better results using
another base of cases with a greater number of
instances and one that it does not present many values
equal to zero for the execution time of the models, as
occurred with the base used in the present work. We
could also avoid zero execution time by using other
forecasting models for which a greater difference
among the speeds can be observed.

It is possible to use other methods in the zooming
phase, such as a neural network, to measure the
similarity between the series, substituting the KNN
method.

Other methods of ranking generation will be
implemented and the results compared with Spearman’s
rank correlation coefficient used in Zoomed Ranking.
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