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Abstract. When dealing with a new user, not only Recommender
Systems (RS) must extract relevant information from the ratings
given by this user for some items (e.g., films, CDs), but also it must
be able to ask the good questions, i.e. give a minimum list of items
which once rated will be the most informative. Previous work pro-
posed the use of item’s controversy and popularity as criteria for se-
lecting informative items to be rated. These works intuitively pointed
out at possible limitations of controversy measures with respect to the
number of ratings. In this paper, we show empirically that the number
of ratings is relevant; we propose a new selection measure of item’s
controversy; and, we demonstrate that this measure naturally also
takes into account the popularity criterion. The experiments showed
promising results for the new controversy measure when compared
to benchmark selection criteria.

1 INTRODUCTION

A Recommender System (RS) suggests to its users new information
items (e.g., films, books, CDs) based on knowledge about their pref-
erences [10]. Despite the apparent success of RS, the acquisition of
user preferences remains a bottleneck for the practical use of these
systems, even to those applying Collaborative Filtering (CF) - the
most popular approach. In order to acquire information about the
user preferences, RS commonly present a list of items to the user and
ask for his/her ratings.

More specifically, RS have difficulties in dealing with a new user,
since they have initially no information about the preferences of such
user, and they cannot demand too much effort from him [8]. Indeed,
answering many questions or rating numerous items may discourage
the user to continue using the system. In this context, besides extract-
ing as much relevant information as possible from the answers given
by the user, a RS must also ask good questions, i.e. give a minimum
list of items which once rated will be the most informative.

Some previous work [8], [9], [11], following the active learning
approach, tried to find out some criteria for selecting the most infor-
mative items to be rated. Among these criteria, item’s controversy
and popularity seemed to provide good results. Controversial items
have high entropy, in terms of the ratings given to them, and then,
can provide discriminating information. Popular items can provide
more information than unpopular ones, since they have more ratings
available [9].
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This work intuitively argued that controversy measure of an item’s
rates could present limitations if the number of ratings for that item
was not taken into consideration (e.g., the controversy over an item
only based on 2 ratings is probably not as trustworthy as the con-
troversy over an item with 100 ratings). Based on this intuition, a
preliminary solution for this potential problem was proposed: to use
a fixed number of ratings for all items [9].

In this work, we present an analysis of controversy as an useful
criterion for selecting informative items. In particular, we empirically
prove that the number of ratings must be considered and we propose
a new selection measure of item’s controversy. Finally, we demon-
strate that the new measure also takes into account the popularity cri-
teria naturally. The proposed measure was implemented in a KNN-
based collaborative filtering algorithm, and evaluated on a database
of user ratings for movies. The experiments showed promising re-
sults when compared to benchmark selection criteria, particularly for
startup databases, for which the limitations of the controversy mea-
sure would be more drastic.

In the next section, we describe the new user problem in Recom-
mender Systems. In the Section 3, we discuss previous and related
research work. In Section 4, we present a new controversy measure
that was called Deviation as well as how it is expected to solve the
problems inherent to the variance measure. In Section 5, we describe
the experiments organization and the achieved results. At the end, the
conclusions and future work are presented.

2 THE NEW USER PROBLEM

A typical problem that arises in RS is the difficulty in dealing with
new users, since the system has initially no knowledge about their
preferences. This is known in literature of RS as the new user prob-
lem [1], [8], [11]. On many situations it is possible for the RS to
present some items for the new user to rate.

Obviously, the system should not present to the user an exhaustive
list of items, since the task of providing the opinions will be tedious
and inefficient. In this context, the RS should be able to minimize the
user’s effort by selecting and presenting those items that would be
the most informative for performing good recommendations of new
items. This approach is based on Selective Sampling techniques used
at some Active Learning algorithms [6]. The following section dis-
cusses item selection strategies based on the concepts of controversy
and popularity of an item.

3 PREVIOUS WORK

As previously mentioned, a commonly suggested approach for
speeding up the acquisition of a new user is to select the items that,



once rated, will provide the RS with the most information about
user preferences. Some previous authors have suggested the use of
an item’s controversy (entropy) and popularity in order to generate
the list of the most informative items that will be presented for the
newcomer to rate [8], [9].

Most of the selection methodologies presented in these papers
have been applied or tested in RS that use KNN-based Collaborative
Filtering (CF) as the way to generate recommendation. This work
was also developed with special attention to CF system category

3.1 Popularity

The popularity of an item is given by the number of users who have
rated it [8], [9]. So, the more users have rated an item, the more pop-
ular it is. In KNN-based Collaborative Filtering, which is the most
frequently used recommendation algorithm [5], the suggestions are
generated with basis on the opinions of users that are found to be
similar to the target user (his neighborhood). Furthermore, the simi-
larity between two users is calculated using the ratings given to the
items they have rated in common.

In that context, when a user evaluates a popular item, the system
becomes able to determine his similarity with a greater number of
other people. So, it is reasonable to expect that rating the most popu-
lar items first will result in a much greater information gain.

3.2 Controversy

The use of controversy for choosing the most informative item is
based on the intuitive idea that one item (e.g. CD, film) that every-
body loved or hated will probably not bring much useful information
about the preferences of a new user. This results from the fact that
a new user is statistically very likely to be of same opinion that the
majority of the other users. Conversely, rating an item for which peo-
ple have expressed a widely varying range of opinions will probably
provide the system with more discriminative information [8], [9].

For measuring the controversy of a given item, a straightforward
way is to take the variance of the ratings it has been given [9]. The
variance is frequently used to measure the dispersion of a distribu-
tion, which makes it reasonably suitable to be used as controversy.

Although using the item controversy as a selection method may
provide the system with information that is very discriminative of
one’s preferences, it only holds true in some situations. The problem
occurs when an item is said to have great entropy, but has been rated
by a relatively small number of users. For example, in a 1 to 5 eval-
uation scale, an item with only two ratings, a 1 and a 5, has great
entropy but it will probably be of little help in finding user neighbor-
hood or generating recommendations [8].

That fact is especially noticeable when the variance is used as the
controversy measure, since it normalizes the dispersion by the num-
ber of samples. So, it is possible that, for example, an item with only
two ratings will produce the same controversy value as one with a
hundred ratings. Teixeira et al. named that as the problem of width
versus intensity of the controversy measure [9]. In their work, the so-
lution adopted was to define a fixed number of ratings (from now on
referred as � ) that would be used to calculate the variance. On their
work it was adopted ��������� , although that decision was not based
on an empirical analysis.

That approach brings the constraint that an item must have re-
ceived a minimum number of ratings to be eligible to be selected.
Furthermore, it neglects the information that could be provided by
the additional ratings. However it was suggested as a first attempt to

solve the width versus intensity problem, and it is also pointed out the
need for further and more detailed studies towards a better solution.

4 MEASURING CONTROVERSY WITH
DEVIATION

In the previous section we have discussed the problem that may oc-
cur when the controversy measure does not reflect on the number
of ratings used for the calculation. Therefore, our first aim was to
find a controversy measure that would be capable of overcoming the
dilemma of width and intensity.

As previously mentioned, the variance formula normalizes the dis-
persion by the number of samples, consequently eliminating the in-
fluence of the number of samples used from the final result. In this
case, it could be enough to remove the normalization from the origi-
nal variance formula. The result is a controversy measure called de-
viation [3], whose formula is as following:
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(1)

Where � 
�� 	 is the rating given by the user � to the item � , �� 	 is the
average of the ratings provided to � and � is the number of evalua-
tions received by � .

By analyzing the formula (1), it is not hard to see that, the greater
the number of ratings involved in the calculation, the greater the de-
viation result will be. The deviation removes the need for estimating
a minimum number of evaluations used at controversy computation,
as proposed by Teixeira et al.

5 EMPIRICAL ANALISYS

As previously mentioned, the solution proposed by Teixeira et al. for
the problem of width versus intensity neglects either items that don’t
have enough evaluation and also the additional ratings.

Furthermore, it is reasonable to suppose that such information loss
would have a great impact especially on small databases of starting
up systems. In order to investigate that supposition, we decided to run
the experiments on a downsized version of the Eachmovie database
[7]. So, the testing was conducted on a set of 300 randomly selected
users and a total of 21518 evaluations and with each user having
evaluated at least 30 items.

5.1 Evaluation Metrics

For evaluating the accuracy of recommendation in our experiments
we have applied two metrics: ROC [4], commonly used for decision
support recommendation and Breese [2], suitable for ranked list rec-
ommendation. The use of these two metrics is frequently suggested
on Recommender Systems literature.

In order to use ROC, we have considered items evaluated by the
users with ratings 1, 2 and 3 as being not relevant for him/her and
items rated with 4 and 5 as relevant (as was suggested in [4]). To
use Breese, the grade 3 was considered as neutral preference and a
half-life of 5 was used, as was suggested in [2].

5.2 Experiments and Results

Our experiments were organized similarly to the ones described in
[9]. In that case, the system must choose, one at a time, the items that



will be used to build the user profile. The items evaluated by each
user were divided in 3 sets of equal size for 3-fold cross validation.

The process is better described by the algorithm below:

Input U[1..3]: user original items
subsets to be selected
n: number of items to select

Output A: prediction accuracy

UserSelectionTest(U[1..3] , n)
1. For i=1 to 3
2. Assign SelectionSet S <- {},
3. TestSet T <- {},
4. UserEvaluationsSet E <- {}
5.
6. T <- U[i] //a given subset of U
7. S <- the other 2 subsets of U
8. While |E| < n
9. E <- SelectItem(S,E)
10. P <- Predict(T,E)
11. a[i]<- Accuracy(P,T)
12.
13. Return average accuracy of a[i],
14. i = 1...3

The function SelectItem(S, E) selects one item from the selection
set S that is not contained in the user evaluation set E (the user pro-
file) until it reaches � elements. The function Predict(T, E) imple-
ments a KNN Collaborative Filtering algorithm as proposed in [2],
using the item evaluations present in E to generate predictions for the
items in the set T. Function Accuracy(P, T) computes the accuracy
of predictions P for the items in the set T using the metrics ROC or
Breese.

In a first experiment run, we aimed to investigate: the real impact
of the problem of width versus intensity introduced in Section 3.2,
the solution of fixing the number of ratings used for variance compu-
tation (estimation of parameter � ) as proposed in [9] and finally the
actual effectiveness of the deviation controversy measure. The fol-
lowing implementations of the function SelectItem(S, E) were tested:

� Random selection: items are randomly selected. It will be used
as a baseline for comparing the selection criteria.

� Variance: selection is based on the variance calculated over all
the ratings one item has received.

� Variance with fixed � : selection is based on the variance calcu-
lated over exactly � ratings one item has received. The value of
the � parameter was fixed in 20, 40 and 60 and not in 100 as orig-
inally proposed [9]. That difference is due to the smaller size of
the database used.

� Deviation: selection is based on the new controversy measure, the
deviation introduced in Section 4.

Figure 1 shows the system’s average prediction accuracy using
these selection methods. Based on these results, it is possible to say
more confidently that there is indeed a problem related to the fact of
the variance measure not taking the number of evaluations into ac-
count, because the variance used with no restrictions presented the
worst of all results. Teixeira et al. pointed out to such problem in
[9] but with no further investigation of its real impact. The variance
solely is not a good selection method, being even worse than the ran-
dom selection for most user evaluation sets sizes.

Furthermore, the results of the variance with fixed number of eval-
uation tend to become better as the value of the parameter � is in-
creased. Even so, the better result was achieved at all points by the
deviation measure at both metrics ROC and Breese.

Figure 1. Prediction accuracy using evaluation of items selected by the
various controversy criteria and by the random criteria.

An important fact noticed was that, saying that the deviation mea-
sure already considers the number of evaluations in its calculation is
equivalent to saying that it already takes the popularity of the item
into account. Indeed, by analyzing the deviation formula, one can re-
alize that is the same as multiplying the variance (controversy) by the
number of evaluations (popularity) of an item. This is shown clearly
by the formula below:

�
	 � ���
� �
�� � ��� 
�� 	�� �� 	��

�

� (2)

So, a second experiment run was made in order to compare the
deviation with other selection criteria that combines the concepts of
popularity and controversy. This run compared the deviation selec-
tion method with the ActiveCP selection method [9]. The ActiveCP
combines the controversy and popularity of an item by generating
two item lists. One list containing the items ranked by the contro-
versy with fixed � and the other list with the items ranked by the
number of evaluation received (popularity). The two lists are com-
bined to generate a final unique list with the items in the order they
should be presented to the user. In the original work the parameter �
was set to 100. For the experiments of this work, we decide to use
the same 3 values we had previously used, that is 20, 40 and 60.

Figure 2 shows the system’s average prediction accuracy using the
deviation and the selection method that combines controversy and
popularity according to ActiveCP.

The obtained results show that, when combined with the popular-
ity, the problem of “width versus intensity” of the variance is greatly
diminished. All the combined selection criteria have become very



Figure 2. Prediction accuracy using evaluation of items selected by the
deviation, ActiveCP and the random criteria.

close in prediction accuracy, all significantly better than the random
selection. Even so, the deviation has shown to be a rather competitive
selection strategy, with results that are best or very close to the best
at each profile size. Furthermore, it is not the worst one at any point.

The deviation has some additional advantages. Firstly, there is no
need for estimation of the � parameter for finding the value that will
provide the better prediction quality. Secondly, it is a method that
already combines controversy and popularity in a way that is much
simpler than the one proposed in [9] and also computationally faster.

6 CONCLUSIONS AND FUTURE WORK

Previous works have introduced the use of the concepts of contro-
versy and popularity for speeding up the acquisition of new user
preferences in Recommender Systems. However, some problem in-
herently associated with the variance as a controversy measure had
been pointed out with no further investigation.

In this paper, we have analyzed the so-called problem of width ver-
sus intensity of the controversy measure. The impact of the problem
was investigated on small, start up like database, in a KNN-based CF
Recommender System. The results of the experiments have shown
that the problem really exists since the performance was very depen-
dent on the minimum number of evaluations required for variance
calculation (i.e., the parameter � ). Moreover, in this approach em-
pirical analysis has to be performed in order to estimate an adequate
value for the parameter � in each application.

We have then suggested the use of the deviation as a controversy
measure capable of solving the limitations of the variance measure.
The experiments using the deviation showed that not only does it
overcome the problems of the variance measure but it also constitutes

a selection method that encompass the concepts of controversy and
popularity directly in its calculation. The deviation has the additional
advantage that it is much simpler than previous combined methods
and also dismisses the need of parameter estimation.

Finally, when using an Active Learning strategy at user prefer-
ences acquisition, it is important to consider that a given selected
item may not be known by the target user. In that case, the system
is causing the user to waste his time with an item he is not able to
rate. Measuring how hard it is for the user to sign up in the system
(the user effort [8]) is also important, but has not been measured by
our experiments. Indeed, the experiments described in this work are
mainly focused on the prediction accuracy of a system using the dis-
cussed selection criteria, but assuming that the user would always be
able to rate the items presented to him. Consequently, it would be im-
portant to conduct some experiments, for measuring the user effort
of the discussed selection criteria.
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