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It started in 1986..
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◼ Nancy Leveson brought the notion of “software safety” to the

broader computer science community and laid the foundation for a

research area rich with challenging problems [1].

◼ Leveson and others have since then repeatedly pointed out that the

phrase “software safety” is somewhat of a misnomer since software

by itself is not dangerous.

 software does not have stored energy that can be released to

harm persons, and software is not poisonous or radioactive to

harm persons or the environment.

◼ Safety is a problem in physical systems and software can only

contribute to safety (or hazards) in a context.



In 1995, she published [2]..
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Then, Robyn Lutz in FOSE (2000)

◼ "Software engineering for safety: a roadmap.”

◼ Snapshot of six key areas in state-of-the-art software

engineering for safety by defining concepts, citing

techniques and tools:
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Then, Robyn Lutz in FOSE (2000)

◼ Some directions for needed work:

1) Further  integration  of  informal  and  formal methods.

 Automatic translation  of informal  notations  into formal, Lightweight formal methods.

2) Constraints  on  safe  product  families  and  safe reuse.

 Safety  analysis  of product families. 

3) Testing  and  evaluation  of  safety-critical  systems.

 Requirements-based testing, Model consistency,  Evaluation from multiple sources, 
Virtual  environments.

4) Runtime Monitoring.

 Requirements  and  architectural  analyses are  needed for autonomous software.

5) Education.

6) Collaboration with Related Fields.
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Matt Heimdahl [4] in FOSE (2007)…

◼ “Safety and software intensive systems: Challenges old 

and new." 

◼ Lutz’s challenges are as valid today as they were seven 

years ago and have been only partially addressed since 

then.

 Therefore, he did not revisit these challenges.
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Matt Heimdahl [4] in FOSE (2007)…

◼ Matt Heimdahl singled out 4 issues:

1) the nature of safety is continuing to be widely misunderstood and known system safety
techniques are not applied;

 education and training of our software engineering professionals.

2) the ability to demonstrate (certify) that safety requirements have been met is inadequate;
 we advocated a move towards evidence-based certification and some notion of safety-

cases.

3) the move towards various forms of model-based development with its increased reliance
on tools rather than people in the software development process introduces new and
poorly understood problems;
 (1) validation of the artifacts (models) forming the basis for tool intensive development, (2)

assuring correctness of our automated tools, and (3) investigating the effect of replacing
human activities with automated tools.

4) incorrect data of data-driven safety-critical systems could have catastrophic and
widespread consequences.

1) Techniques to assure the validity of the data are needed and we need to closely monitor the
convergence of our critical control systems and large information systems.
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Sikora et al [5] in REJ (2011)…

◼ Conducted an industrial study to gain an in-depth

understanding of practitioners’ needs concerning RE research

and method development.

◼ The study involved qualitative interviews as well as

quantitative data collection by means of questionnaires.

◼ The main results are related to five aspects of RE approaches:

 the use of requirements models

 the support for high system complexity

 quality assurance for requirements

 the transition between RE and architecture design

 the interrelation of RE and safety engineering.
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Hatcliff et al. [6] in FOSE (2014) 

highlighted…

◼ Certification: Software, Subsystems (Compositional), Tools

◼ Developing foundational principles

◼ The nature of criteria in safety

◼ Requirements

 Requirements Engineering should facilitate the validation needed for
assurance by third parties before deployment.

 Many safety-critical systems developed today are built on (or derived
from or modifications of) previous versions.

 The processes of system engineering, safety engineering, and
software engineering are not well-integrated.

 Domain Specific Languages (DSLs) may be an effective way of
achieving this.

◼ Paper Specifying Safety Requirements with GORE languages [7].

◼ Increasing automation in hazard analysis

◼ Building competence to engineer software for safety critical systems
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SLR about communication or integration 

between RE and safety engineering in SCS [8]
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Research questions and motivations
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Inclusion/exclusion criteria 
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Search string

(1) (“safety critical system” OR “safety critical systems” OR “safety-critical

system” OR “safety-critical systems”) AND

(2) (“requirements engineering” OR “requirements engineer” OR “requirements

team” OR “requirements specification”) AND

(3) (“safety requirements” OR “safety engineering” OR “safety engineer” OR

“safety team” OR “safety analysis” OR “safety specification”) AND

(4) (“communication” OR “integration” OR “interaction” OR “collaboration” OR

“alignment” OR “understanding” OR “relationship” OR “share” OR “sharing”

OR “combination” OR “interrelation” OR “interplay” OR “interdependency”)
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Procedure for studies selection 

15



Extraction form
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Study quality assessment criteria
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Quality assessment results (1)
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Quality assessment results (2)
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Overview of the studies 
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Overview of the studies 
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Overview of the studies 
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Rigor and relevance analysis [9] 

◼ Rigor:

 is not the actual rigor of studies, e.g. use of a correct analysis

method, that is considered in the model.

 It is the extent to which aspects related to rigor are

presented

◼ According to the model, the rigor is evaluated

through three aspects: Context described, Study

design described , and Validity discussed.

 All these aspects are scored with the same three score levels

in a three point scale: 0 (weak), 0.5 (medium), and 1 (strong)

description.
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Rigor and relevance analysis [9] 

◼ Relevance is evaluated by analyzing four aspects:

 (1) Subjects that participated in the studies; (2) the Context in which the

studies were performed; (3) the Research Method adopted in the studies;

and (4) the Scale used in the studies evaluation.

◼ If the aspect contributes to industrial relevance it receives the score

1, otherwise, it receives 0.

◼ Therefore, the maximum value for rigor an approach can have is

three, while relevance has a maximum of four [9].
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Rigor and relevance analysis [9] 
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Rigor and relevance per type of 

contribution

◼ Rigor: 
 Context described (C), Study design described (SD), and Validity discussed 

(V)

◼ Relevance:
 Context (CO), Research method (RM), User/Subject (U), and Scale (S).
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RQ1.1

What are the activities

can be performed by

requirements engineers

as a part of safety

analysis in the

approaches that integrate

requirements and safety

engineering?
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RQ1.2

What are the techniques

can be used by

requirements

engineers during safety

analysis in the

approaches that integrate

requirements and safety

engineering?
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RQ1.2
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RQ1.2
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RQ1.3

◼ What data/information artifacts can be created by requirements
engineers in the analysis and specification of SCS in the approaches
that integrate requirements and safety engineering?
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RQ1.3
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RQ1.4

What are the tools used

by the approaches that

integrate requirements

and safety engineering in

safety analysis?
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RQ1.5

What are the

benefits of the

approaches that

integrate

requirements and

safety engineering

identified in RQ1?
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RQ2

◼ What challenges/problems are identified in research 

literature relating to SCS and RE?
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RQ2

◼ What challenges/problems are identified in research 

literature relating to SCS and RE?
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RQ2

◼ What challenges/problems are identified in research 

literature relating to SCS and RE?
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Conclusions

◼ Non-standardization of nomenclature.

◼ Need of improving the completeness of requirements specification

for safety analysis.

◼ Compliance with safety standards.

◼ Need of improving safety analysis techniques.

◼ Need of developing and maintaining traceability mechanisms for

safety requirements.

◼ Need of integration tools.

◼ Need of more integration between researchers and practitioners.
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Research Questions

◼ RQ1: Which safety practices are suitable to be used in the requirements engineering

process of safety-critical systems?

◼ RQ2: How to design a safety maturity module for the requirements engineering

process of safety-critical systems?

◼ RQ3: How does the proposed safety maturity module compare with related solutions?

◼ RQ4: What is the effect of applying Uni-REPM Safety module when it is instantiated in

different safety-critical domains?

◼ RQ5: What is the perceived usefulness and ease of use of the Uni-REPM Safety

module?

◼ RQ6: How to evaluate whether the module has a sufficient complete coverage of

safety practices?
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The Safety Module and its 

relationship with Uni-REPM
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