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Abstract

With wide applications of computers and automated data collection tools, massive amounts of data have been continuously collected and stored in databases, which creates an imminent need and great opportunities for mining interesting knowledge from data. Association rule mining is one kind of data mining techniques which discovers strong association or correlation relationships among data. The discovered rules may help market basket or cross-sales analysis, decision making, and business management.

In this thesis, we propose and develop an interesting association rule mining approach, called on-line analytical mining of association rules, which integrates the recently developed OLAP (on-line analytical processing) technology with some efficient association mining methods. It leads to flexible, multi-dimensional, multi-level association rule mining with high performance. Several algorithms are developed based on this approach for mining various kinds of associations in multi-dimensional databases, including intra-dimensional association, inter-dimensional association, hybrid association, and constraints-based association. These algorithms have been implemented in the DBMiner system. Our study shows that this approach presents great advantages over many existing algorithms in terms of both flexibility and efficiency.

Keywords: OLAP (on-line analytical processing), data mining, association rule mining, data warehouse.
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Chapter 1

Introduction

With the wide applications of computers and automated data collection tools, massive amounts of data have been continuously collected in databases, which creates great demands for analyzing such data and turning them into useful knowledge [13]. Therefore, Knowledge Discovery and Data Mining (KDD) has become an important field in recent years to address the need for analyzing data contained in very large database [13].

Among discovering many kinds of knowledge in large databases, association rule mining has attracted great attention in database research communities in recent years [2, 4, 25, 36, 33, 20, 39, 40, 42, 30, 41, 31, 8]. Association rule mining is a form of data mining to discover interesting relationships among attributes in those data. The discovered rules may help marketing, decision making, and business management. An example of such a rule might be that 98% of customers that purchase tires and auto accessories also get automotive services done. Since rules are simple, easy to understand, explain, and catch some important relationships among the data in large databases, there is no wonder that mining association rules from large data sets has been a focused topic in recent research into data mining.

Similar to other mining tasks, mining association rules involves several major issues, including efficiency, scalability, usability, and understandability. In real world applications, data mining tasks are applied to data consisting of millions of tuples, if not more. Consequently, our first concern is the efficiency and scalability at mining
associations in large databases in order to substantially reduce the computational complexity of the data intensive process. Thus an essential research issue surrounding association rule mining is to find fast and effective association rule mining algorithms.

In this thesis, we propose and develop an interesting method, called on-line analytical mining of association rules, which integrates the recently developed OLAP technology with efficient association mining methods. The developed method achieves flexible, multi-dimensional, multi-level association rule mining with high performance. The developed method presents great advantages over many existing algorithms in terms of both flexibility and efficiency.

1.1 On-line analytical processing

Due to the increasing importance of data warehousing, many techniques have been developed to analyze data in large databases efficiently and effectively. Among many available tools, On-Line Analytical Processing (OLAP) technique has been proven to be one of the most popular tools for on-line, fast, and effective multidimensional data analysis [10].

OLAP is a technology that uses a multidimensional view of aggregated data to provide quick access to strategic information for further analysis. It facilitates queries on large amounts of data much more quickly than traditional relational database techniques [15]. Using OLAP techniques, raw data from large databases is organized into multiple dimensions, and each dimension contains multiple levels of abstraction. This organization provides users with the flexibility to view data from different perspectives.

Data generalization can be achieved through approaches such as data cube and attribute-oriented induction. Basically, OLAP includes three stages: (1) selecting data from data warehouses, (2) building the data cube, and (3) on-line analysis using the cube. Moreover, many data cube computation algorithms exist to materialize data cubes efficiently [10, 43, 1], and many OLAP algorithm exist to manipulate data cubes, such as roll-up, drill-down, slice and dice, pivot, etc. In this thesis, we will take advantage of these widely used techniques and combine them with association
rule mining techniques for \textit{OLAP-based association rule mining}.

\section{Association rule discovery}

\subsection{What is association rule}

As we mentioned above, mining association rules is to find interesting association or correlation relationships among a large set of data, i.e., to identify sets of \textit{attribute-values} (predicate or item) that frequently occur together, and then formulate rules that characterize these relationships. A formal definition is given below.

\textbf{Definition 1.1} An \textbf{association rule} is a rule in the form of

\[ A_1, A_2, \ldots, A_m \rightarrow B_1, B_2, \ldots, B_n \]  \hspace{1cm} (1.1)

where \( A_i \) and \( B_j \) are predicates or items. Such rules are usually interpreted as \textit{“When items \( A_1, A_2, \ldots, A_m \) occur, it is often the case that items \( B_1, B_2, \ldots, B_n \) occur as well in the same transaction”}. What exactly constitutes an item or a transaction depends on the application.

Here we give some association rules with different concepts of item and transaction.

\textbf{Example 1.2.1} The following is a rule from transaction database of an AllElectronics branch.

\[ Product(X, \text{“IBM home computer”}) \rightarrow Product(X, \text{“Sony b/w printer”}) \]  \hspace{1cm} (1.2)

where \( X \) is a variable representing a transaction.

In this case, the items are the things that the customer buys, and a transaction is the set of all items purchased together. The rule says that the customers who purchase IBM home computers also tend to buy Sony b/w printers at the same time.
**Example 1.2.2** The following rule from a data warehouse with three dimensions: Age, Occupation, and Product.

\[
Age(X, "30 – 39"), Occupation(X, "student") \rightarrow Product(X, "laptop")
\]  

(1.3)

The items here are the distinct attribute values from three dimensions, and a transaction is one tuple in the data warehouse. The rule says that the customs who are students between the age of 30 and 39 will most possibly buy laptops.

### 1.2.2 Area of application

Although association rules mining originated with the problem of market basket analysis, it can also be applied to many other problem domains including business, engineering, medicine, and finance [13]. Moreover, as one of the basis tasks of data mining, association rules have been used to achieve the goal of other data mining tasks, such as modeling of data, prediction of future outcomes, and support of decision.

- **Market basket analysis.**

  Understanding customers' buying habits and preferences is essential for retailers to make decisions including what to put on sale, how to design coupons, how to place merchandise on shelves in order to maximize the profit, etc. Association rules mining can provide such information. An effective mining application in the retail environment is market basket analysis or shopping basket analysis. It analyzes the attributes of customers' shopping basket from Electronic Point of Sale data and applies the findings to launch effective promotions and advertising. For example, all rules that have “Diet Coke” as consequent may help plan what the store should do to boost the sales of Diet Coke.

- **Cross-sale**

  In the present strong competitive environment within the service industries, retaining customers and making better use of the customer base have become as important as, if not more important than, attracting new customers. Most companies are involved in providing more than one service or product. Since
they know more about their existing customers through data collected about them, targeting those customers with products that they do not already have is seen as a way of reaping quick profits. **cross-sales** is the term given to this problem of attempting to sell a product to existing customers of the company who are not already customers of that particular product. However, customer databases are very large in large organizations and manually sifting through it is difficult. Thus automatic association rules discovery techniques can incorporate domain expertise and discover useful knowledge for the domain expert to help solve cross-sales problems.

- **Partial classification**

Many real-life problems require a partial classification of the data, i.e., describe the discovery of models that show characteristics of the data classes, but may not cover all classes and all examples of any given class. Conventional classifiers would be ineffective when there are a very large number of attributes, and most of the values of each attribute are missing. This problem can be solved using association analysis. One of the examples is the data consisted of medical tests given to patients. As usual, there are hundreds of medical tests but only a few of them are given to any single patient. Doctors can use rules and models discovered by association analysis to see whether any of the medical test results could be predicted by combinations of other test results. If such tests are found, they can be used to avoid giving patients redundant tests, or complex tests could be replaced with simple tests.

- **Financial services**

Association rules mining is used extensively by financial service industries. Security analysts are using this to analyze massive financial data in order to build trading and risk models for developing investment strategies. A number of companies in the financial sector have been testing this technique that have produced positive results. These products may be utilized in currency trading, data tidying, claims processing, automated underwriting, stock selection, credit
scoring, identifying fraud patterns, and mortgage screening in the near future.

1.3 Motivation

Although association rule technology has reached a level of maturity where association rule techniques are included in commercial mining products, this area also remains an area of active research. Some serious limitation of current association rules and several related issues motivate continued studies into knowledge based on-line association analysis.

1.3.1 Problem 1 - lack of a general association rules mining algorithm

Association rules can be classified into several categories according to different criteria. For instance,

- Based on the dimensions of data involved in the rule, there are two cases: single-dimensional and multi-dimensional rules.
- Based on the levels of abstractions involved in the rule, there are single-level and multi-level rules.

Although various algorithms are proposed for different cases, there is no such a general one which is applicable for all situations. Especially for multi-dimensional rules mining, all current research is confined into a simple case: multi-dimensional association with no repetitive predicates, such as

\[ \text{City}(X, "Vancouver"), \text{Cost}(X, "0 - 100") \rightarrow \text{Product}(X, "SportBag") \]  \hspace{1cm} (1.4)

However, it is very natural to ask if we can discover multi-dimensional association rules with repetitive predicates, this is a case which hasn’t attracted much attention yet. For instance,

\[ \text{City}(X, "Vancouver"), \text{Product}(X, "Tents") \rightarrow \text{Product}(X, "SportBag") \]  \hspace{1cm} (1.5)
[Our contribution]: In this thesis, we propose a more general algorithm based on the current algorithms. This algorithm is a combination of the Apriori algorithm used for single-dimensional rules mining and the cube-based algorithm used for multi-dimensional rules mining. Experiments show that this algorithm resolves the limitation we discussed above very efficiently without losing any scalability and speed when applied to those previous cases.

1.3.2 Problem 2 - users may be overwhelmed by the number of rules identified

Support and confidence thresholds can be used to limit the number of rules generated, but there is always the danger that rules of genuine interest to the user may be lost if the thresholds are set too low. This is the motivation for allowing the user to specify the desired form and partial contents of the rules returned, i.e., constraint-based mining [23]. More specifically, the users are allowed to provide hypotheses in the form of constraints, or pattern templates. The system attempts to confirm these hypotheses by searching for rules which satisfy the given constraints.

Example 1.3.1 An example of such a constraint is

\[ \text{The item Product(“Tents”) must be in the head of the rule} \]  \hspace{1cm} (1.6)

Then, the following is a rule satisfies the above constraint,

\[ \text{Cost}(X, “100 - 200”), Location(X, “Belgium”) \rightarrow Product(X, “Tents”) \]  \hspace{1cm} (1.7)

\[ \square \]

Currently, the method for constraint-based mining is to add one more step, rule filtering, after mining. Obviously, it is far from efficient enough, especially when applied to a very large database.

[Our contribution]: In this thesis, we propose a cube-based approach to slove this problem. We try to push more constraints into the procedure of association rules mining, and thus make it more efficient by reducing the rule search space.
1.3.3 Problem 3 - strong association rules are not necessarily interesting

In some cases, association analysis itself is not sufficient to find interesting rules. For example,

**Example 1.3.2** Consider the Sales database, it shows that 60% of those transactions are made in Vancouver, 75% include “Sleeping Bag”, and 40% involve both “Vancouver” and “Sleeping Bag”. Suppose we use a minimum support of 40% and a minimum confidence of 60%. Then the following association rule is discovered.

\[
\text{Location}(X, \text{“Vancouver”}) \rightarrow \\
\text{Product}(X, \text{“SleepingBag”})[\text{support} = 40\%, \text{confidence} = 66\%] \quad (1.8)
\]

However, this rule is misleading since the overall percentage of transactions including “Sleeping Bag” is 75%, even larger than 66%. In fact, the location of “Vancouver” and the product of “Sleeping Bag” are negatively associated because being involved in the former actually decreases the likelihood of being involved the latter. Without fully understanding this phenomenon, one could make unwise business decisions based on this rule.

[Our contribution]: To help filter out such misleading “strong” associations of the form \( A \rightarrow B \), it is necessary to perform correlation analysis between \( A \) and \( B \). In this thesis, we propose one method to get *strong and interesting* Rules by calculating the interestingness between \( A \) and \( B \).

1.4 Thesis organization

The remaining of the thesis is organized as follows. Chapter 2 outlines some existing work related to the thesis. A general description of association mining system is given in Chapter 3. Based on the discussion above, we will address three problems. The first is more general multidimensional association rules mining, second is correlation analysis, last is on constraints-based mining. The approaches and algorithms towards
solving these problems and experimental results will be presented in Chapters 4, 5. A brief discussion on system implementation is in Chapter 6. Some conclusions and future work will be in Chapter 7.
Chapter 2

Related Work

The basic concept on association rules is introduced in Chapter 1. In this chapter, we will review current research on OLAP technology and association rules mining. Our overview of related topics focuses on two major themes: (1) efficient OLAP operations in large data warehouses, and (2) fast and effective association mining algorithms.

2.1 Data warehousing and OLAP technology

2.1.1 Data warehousing and data cube

Data warehouse is a subject-oriented, integrated, time-variant, and non-volatile collection of data for decision support applications [24]. The construction of data warehouse, with data cleaning and data integration, can be viewed as an important preprocessing step for knowledge discovery tasks.

The proposal of the construction of large data warehouse for multi-dimensional analysis is credited to Codd who coined the term OLAP for on-line analytical processing [12]. Portions of data warehouses can be precomputed and materialized for efficient processing and such a materialized multidimensional database is popularly called data cube [15]. From the data structure point of view, data cube can be viewed as a large multi-dimensional array which consists of a set of dimensions with respect to the analyzed data, and a set of values in each cell called measures [10].
From the operational point of view, a data cube is referred to as a relational operator which computes group-by aggregations over all possible subsets of the specified dimensions [15]. It treats each of the \( n \) aggregated attributes as an \( n \)-dimensional subcube, or cuboids. The aggregation of a particular set of attribute values is a point in this space. The rapid acceptance of this operator has led to a variant of the CUBE being proposed for the SQL standard.

Data embedded in a data cube can be a primitive concept level, i.e., the raw data from the database. If knowledge is extracted from and expressed using this base cube, it is often not meaningful and useful enough. Therefore, it is usually more desirable to abstract the data from a low concept level to a reasonable higher one. This important functionality is called data generalization.

### 2.1.2 On-line analytical processing

OLAP (on-line Analytical processing) is a set of operations provided by data warehouses to manipulate data at multiple dimensions and multiple levels of abstraction. The basic OLAP operations include roll-up (increasing the level of aggregation) and drill-down (decreasing the level of aggregation), slice-and-dice (selection and projection), and pivot (re-orienting the multidimensional view of data).

An OLAP engine demands fast processing on very large volume of data contained in data warehouse. This requires highly efficient cube computation and query processing techniques. A common and powerful query optimization technique is to materialize some or all of subcubes rather than compute them from raw data each time. Harinarayan, et al. [21] gave a detailed discussion on this technique and proposed a greedy algorithm for selective materialization of certain most expensive views and further studied an indexing technique for this task. Moreover, research on how to speed up the computation of multi-dimensional aggregates has also been done. It consists of two influential techniques: One is represented by Agarwal et al.’s work [1], which extends the sort-based and hash-based grouping methods with several efficient optimizations, like combining common operations across multiple group-bys, caching, etc. The other is represented by Zhao, et al.’s [43] multi-way array-based algorithm.
for MOLAP systems. Besides these, to facilitate efficient data accessing, most current data warehouse systems support index structures including bitmap indexing and join indexing, or even bitmapped join index [10].

2.1.3 Concept hierarchy

The essential background knowledge applied in data generalization is the concept hierarchy associated with each dimension. A concept hierarchy is a tree or lattice structure that organizes concepts in a dimension into a partial order such that those in levels closer to the root are more general than those closer to the leaf nodes.

Generally, a concept hierarchy can be directly derived from the database schema which is referred to as the schema-based specification. Or it can be defined by user or domain experts through knowledge of an attribute called the instance-based specification. However, there are some cases that automatic generation of concept hierarchies and dynamic adjustment of some existing hierarchies are desirable. The methods for automatic generation of concept hierarchy for numerical attribute based on data distributions and for dynamic refinement of a given or generated concept hierarchy based on a learning request are introduced in [19].

2.2 Association rules discovery

The concept of association rules was first introduced in [2]. Since then, efficient association mining mechanism in large databases and its extensions to different domains have been the subject of many studies. These studies cover a broad spectrum of topics including: (1) fast algorithms based on the level-wise Apriori framework [4, 25] and its variations, including partitioning [36, 33], and sampling [42]; (2) incremental updating and parallel algorithms [11, 34, 16]; (3) mining of generalized and multi-level rules [39, 20]; (4) mining of quantitative and multi-dimensional rules [40, 14, 30, 27, 23]; (5) mining long patterns and dense data sets [6, 7]; (6) mining correlations and causal structures [8, 38]; (7) mining ratio rules [26]; (8) query-based constraint mining of associations [41, 31]; (9) mining cyclic and calendric association rules [32, 35]; (10)
mining partial periodicities [18]; and (11) rule mining query languages [28]. With the limited space and the limited scope of this study, we are not going to survey all of the aspects of such studies and extensions. Our overview of the field of association rule mining is confined to the scope and the methods that we are going to use or extend in this thesis.

Motivated by very huge amounts of sales data (referred as the basket data) and the interest in instituting information-driven marketing processes, the problem of association rules mining was first introduced in [2]. Since then, a lot of research has been done on various aspects of this topic. A lot of exciting results made this technique go far beyond what it was originally applicable. Now, association mining has been a useful and important tool in data mining.

2.2.1 Market basket analysis

The initial association rules mining was mainly market analysis on sales basket data. A record in such data typically consists of the transaction identification and items bought in the transaction. An interesting and influential algorithm for mining frequent itemsets, called Apriori, was proposed by Rakesh Agrawal and Ramakrishnan Srikant [4]. Apriori employs an iterative approach: First, the set of frequent 1-itemsets ($L_1$) is found. $L_1$ is used to find $L_2$, the frequent 2-itemsets, which is used to find $L_3$, and so on, until no more frequent $k$-itemsets can be found. During this iteration, an important property, called the Apriori property, is used to reduce the scan times of the database and improve the efficiency of such generation of frequent items. The more details on Apriori algorithm will be discussed further in Chapter 4.

Based on the Apriori algorithm, variations of it have been studied, aimed for further improvements of the performance of the algorithm. For example, a hash-based technique [33] can be used to reduce the size of the candidate $k$-itemsets; a scan reduction technique can be used to reduce the number of database scan; and a transaction reduction technique can be used to reduce the number of transactions scanned in future iteration. Recently, a strategy based on partitioning the data shows a stronger effect than the other scan reduction methods studied [36] reducing the
number of scans required to two.

2.2.2 Multi-level association rules mining

Some researchers [5, 20] found that for many applications, it is difficult to find strong and interesting associations among data items at the primitive levels of abstraction due to the sparsity of data. However, many strong associations discovered at rather high concept levels are common sense knowledge. Therefore, a mining system with the capabilities to mine association rules at multiple levels of abstraction and traverse easily among different abstraction spaces is more desirable.

Based on the concept hierarchy and some existing algorithms for mining single-level association rules, a group of efficient algorithms for mining multilevel association rules are proposed [5, 20]. The method proposed by Han and Fu [20] uses concept hierarchy information encoded transaction table, instead of the original transaction table, in iterative data mining. A top-down progressive deepening technique is developed, which extends the existing single level association rules mining algorithms, i.e., first finds large data items at the top-most level and then deepens the mining progress into their large descendants at lower concept levels.

Moreover, reduced support is recommended to progressively lower down the minimum support threshold when mining touches deeper levels of abstraction. For example, for the location dimension, one may use 10% as the minimum support threshold when mining items at the high level of abstraction, such as “region”, then use a smaller threshold, like 5%, for mining one level lower as “country”, and even smaller threshold, such as 2% for mining one more level lower as “city”. It is found much better than uniform support at different levels to generate sufficient meaningful association at low levels but keep the rules generated at high levels sufficiently interesting.

2.2.3 Multi-dimensional association rules mining

According to the terminology used in multi-dimensional databases, the rules commonly mined from transactional data can be referred as single-dimensional association rules since they contain a single predicate with repetitive occurrence. With
recent progress on data warehousing and OLAP technology, rather than in a transac-
tional databases, we want to find associations in a multi-dimensional data warehouses,
referred as multi-dimensional association rules.

A data cube model for mining multi-dimensional association rules is proposed by
Kamber et al. [23], which combines the cube data structure with OLAP techniques,
like multi-dimensional slicing and layered cube search. Efficient algorithms are de-
volved by either using an existing data cube or constructing of a data cube on the
fly. The idea is to first find the frequent 1-itemsets in each dimension, and then use
frequent (k-1)-itemsets to grow frequent k-itemsets by multi-dimensional slicing on
the data cube. The performance analysis shows that this method outperforms the
direct extension of table-Apriori algorithm. Furthermore, this method can be easily
extended to mine multi-level, multi-dimensional association rules.

2.2.4 Constraint-based association mining

Recently, another interesting and important problem, constraint-based associa-
tion mining attracts much attention [37]. User can provide some additional con-
straints on the rule pattern to be mined, so that the generated rules are more of
interests to the user and then more specific and more useful.

Some effective and influential research on constraint-based mining of transaction
database has been conducted by Ng, et al. [31]. They introduce and analyze two
properties of constraints that are critical to pruning: anti-monotonicity and succinct-
ness. An efficient algorithm, called CAP, is proposed and it achieves a significant
degree of constraints pruning optimization by pushing the constraints deeply into the
mining process [31].

Another type of constraint-based mining is meta-rule guided multi-dimensional
mining, where each constraint is expressed by a meta-rule [23]. This method extends
the cube-based method for multi-dimensional association rules mining to solve this
problem. Several algorithms are proposed based on the availability of data cubes.
The basic idea is that, given an appropriate n-D cube and a meta-rule containing
p predicates, then an n-D cube search is applied on the p-layer summary cells and
directly find frequent $p$-predicates sets, $L_p$.

2.2.5 Interestingness of association rules

As discussed before, not all the strong association rules discovered are interesting enough to present to users. Objective interestingness measures, based on the statistics behind the data, can be used as one step towards the goal of weeding out uninteresting rules. Some research papers are discussing this problem. Craig et al. use the chi-squared test for measuring the independence from classical statistics.

There are many other topics in association rules mining that are being studied. For example, parallel and distributed mining of association rule with the goal of increasing the mining speed; extension of the applicability of association rules to other data types, like multi-media data, sequential data, etc.; and formulation of mining operations as SQL queries and the integration of association rule mining into database management systems.

2.3 Current projects and the DBMiner system

There are a very large number of projects on association rules under way. Since many association rules applications are commercial in nature, there has been a great deal of interest from commercial software vendors. Several universities and government agencies also have significant projects in this area.

Among large commercial software vendors, the most pronounced research projects have been initiated by IBM, Silicon Graphics, and SAS Institute. The contributions of the IBM Almaden Research Center have been especially notable in the development of association rule technology [22]. They have investigated many efficient methods for finding associations and for formulating association rules mining queries. There are continuing projects including the Quest Data Mining Project [3]. Silicon Graphics has developed a sophisticated data mining and visualization package called MineSet [9] which is based on the public domain machine learning package MLC++. MineSet
[9] includes the ability to mine association rules, and many other mining capabilities. SAS Institute has been focused on data mining using statistical analysis techniques. Microsoft funds basic research on data mining through its Decision Theory & Adaptive Systems group. Recently, Microsoft put forward OLE DB for OLAP [29], a set of objects and interfaces that extend OLE DB to provide access to multidimensional data sources. This specification is supported by large majority of companies doing data mining applications. In addition to these major corporations, numerous smaller companies have developed products that support association rules.

Among government agencies, the most notable supporter of data mining research is NASA, which has supported research directly and in collaboration with universities. Many universities also have data mining projects including SFU, Stanford Univ., University of Helsinki. Among these projects, DBMiner [17], developed by the Intelligent Database Research Laboratory at SFU, is an intelligent data mining and data warehousing system. It consists of several modules, including cube computation, data viewer, cube viewer, summarization tool, classification tool, association tool, and prediction tool. In which, the association module discovers various association relationships among large datasets.
Chapter 3

General Framework

The problem of association mining can be viewed as a pattern search problem. What we try to find out is whether, with respect to a given requirement, there exist strong associations among the interesting dimensions, and if so, what the patterns are like.

In this chapter, we introduce the general architecture of the association mining system and the framework of association rule mining which is implemented and used successfully in our DBMiner system. We also explain some basic concepts that will be used frequently in further discussion.

3.1 Overview

As we mentioned before, most researches on association mining are based on flat relational table structure, such as [2, 4, 25, 36, 33, 20, 39, 40, 42, 30, 41, 31, 8]. Whereas, our association mining method is based on a data cube structure and it integrates association mining with OLAP techniques. Such a method is referred by us as on-line analytical association mining. The following observations motivate us to explore this method.

1. The minimum support threshold that an association rule must satisfy implies that each value to be examined must appear a nontrivial number of times in the corresponding attribute of the initial relation.
This observation will serve as a constraint to prevent us from examining some meaningful candidate attributes or their combinations, such as key or candidate key attributes. For example, to mine association rules in a student relation of a university database, the attributes such as student name and student ID should be removed since a rule referring to such attributes, such as the following rule, can not accumulate nontrivial supports to pass the minimum support threshold.

\[ \forall x \in \text{student} \quad \text{name}(x, \text{"Tom Linden"}) \rightarrow \text{home_phone}(x, \text{"2943251"}) \]

Similarly, data in numerical attributes should be generalized to a certain level of abstraction in order to accumulate sufficient support to pass the minimum support threshold. For example, the values in an attribute gpa in the student relation should be generalized to range values, such as ”3.8-4.0”, or some high level concepts, such as ”excellent”, rather than retaining at the primitive level, such as 3.873.

2. Usually, given a large database with a large number of attributes, the user is interested in only a small subset of attributes.

A data relation may have a large number of attributes, e.g., some data relations may have over 50 or 100 attributes. In most cases, we want to extract interesting relationships among only a small number of attributes, such as five. Thus, a facility with a friendly interface should be provided to specify the set of attributes to be mined and exclude the set of irrelevant attributes from examination.

As we can see, both automatic and user-controlled removal and generalization of attributes in the original table will reduce the number of dimensions and/or raise the level of abstraction for attributes to be examined in the mining, thus the cubes to be constructed could be relatively small compared the huge amount of raw data.

3. The enriched functions on OLAP and date cube facilitate association mining.

The data cube constructed contains the information not only from the raw data, but also the summarized data. With the methods for efficient construction,
Figure 3.1: The architecture of on-line analytical association mining

generalization, and accessing of data cubes being extensively researched, and with many OLAP systems successfully constructed, the exploration of data cube structures becomes realistic with reasonable efforts. These facilitate efficient and effective mining of associations.

Next, we will lay out the architecture of the association mining system. As shown in Figure 3.1, the general architecture consists of three parts: (1) data warehouse, (2) working data cube and OLAP Engine, and (3) Association Mining Engine, each part will be discussed in the following several sections.

3.2 Data warehouse

Data warehouse is a semantically consistent data store, serving as a physical implementation of a decision support data model and storing the information on which an enterprise needs to make strategic decisions. It includes:

- Integrated historical data
This allows the miner to easily and quickly look across vistas of historical data. Data cleansing and data integration have been performed by dedicated system components. Keys may have to be reconstructed, encoded values reconciled, structures of data standardized, and so on. With such great efforts on data cleansing and data integration, the miner can work on an integrated data warehouse and concentrate on the task of association mining.

- Materialized data cube

The substantial cost for on-the-fly computation of a data cube calls for pre-computation and materialization of cubes. However, materialization of every possible view may require a huge amount of disk space. Therefore, partial materialization of selected cuboids has been suggested as an alternative solution [21]. Since the selectively materialized cuboids are saved in the data warehouse, it may save the amount of mining work for the association miner.

- Metadata

Metadata serves as a road map to the miner. It is used to describe not the content of data but the context of information. One of the most important kinds of metadata is concept hierarchy. As mentioned before, hierarchy is the basic knowledge of data warehouse and OLAP, and is often embedded in the dimension specification.

Therefore, the data warehouse sets the stage for successful and efficient exploration of the world of data.

### 3.3 Working data cube and OLAP engine

#### 3.3.1 Working data cube

Given an association mining task involved with dimensions $A_1, \ldots, A_n$, we precompute and materialize the task-relevant data from data warehouse into an $n$-dimensional
Figure 3.2: A base cube with three dimensions, location, product and profit data cube. Each dimension of the cube contains $|A_i| + 1$ values where $|A_i|$ is the number of distinct values in the dimension $A_i$. The first $|A_i|$ rows represent the distinct values of $A_i$. Each cell in these rows stores the “count” value generated from the initial relation (raw data), $r(A_1 = a_1, \ldots, A_n = a_n, count)$. The last row is a special “Any” value, in which each cell stores the aggregation value of the previous rows. Those aggregation values represent one of the essential features of data cube structure. We will explore this more in next two chapters. Generally, we can map the data cube to an $(n+1)$-attribute table, referred as cube table, with each attribute representing a dimension and the $(n+1)$-th attribute representing the count. Then, each cube cell can be matched into one tuple in the table.

Example 3.3.1 As an example, Figure 3.2 shows a tiny cube which consists of three dimensions: Location, Product, and Profit. Each dimension has two values. The cube table corresponding to this cube is in Table 3.1.

Conceptually, a data cube can also be viewed as being partitioned into multiple dimension spaces based on different kinds of cells. The $n$-D space consists of all data cells without “Any” value, i.e., $c(a_1, a_2, \ldots, a_n)$. The $(n-1)$-D space consists of all the cells with a single “Any” value, e.g., $c(\text{Any}, a_2, \ldots, a_n)$. The 1-D space consists of the cells with $n-1$ Any” values, e.g., $c(a_1, \text{Any}, \ldots, \text{Any})$. Finally, the 0-D space consists of only one cell with all “Any” values, i.e., $c(\text{Any}, \text{Any}, \ldots, \text{Any})$. 
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<table>
<thead>
<tr>
<th>location</th>
<th>product</th>
<th>profit</th>
<th>the count</th>
</tr>
</thead>
<tbody>
<tr>
<td>South</td>
<td>Carry Bags</td>
<td>poor</td>
<td>20</td>
</tr>
<tr>
<td>South</td>
<td>Carry Bags</td>
<td>good</td>
<td>30</td>
</tr>
<tr>
<td>South</td>
<td>Carry Bags</td>
<td>any</td>
<td>50</td>
</tr>
<tr>
<td>South</td>
<td>Tent</td>
<td>poor</td>
<td>15</td>
</tr>
<tr>
<td>South</td>
<td>Tent</td>
<td>good</td>
<td>32</td>
</tr>
<tr>
<td>South</td>
<td>Tent</td>
<td>any</td>
<td>47</td>
</tr>
<tr>
<td>South</td>
<td>any</td>
<td>poor</td>
<td>35</td>
</tr>
<tr>
<td>South</td>
<td>any</td>
<td>good</td>
<td>62</td>
</tr>
<tr>
<td>South</td>
<td>any</td>
<td>any</td>
<td>97</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>North</td>
<td>any</td>
<td>any</td>
<td>118</td>
</tr>
<tr>
<td>any</td>
<td>any</td>
<td>any</td>
<td>215</td>
</tr>
</tbody>
</table>

Table 3.1: The cube table for cube in Figure 3.2

**Example 3.3.2** Based on the cube in Example 3.3.1, we get four cube spaces according to the definition,

1. The 3-D space consists of 8 rows in which there is no “Any” value. The first, second, forth and fifty row shown in Table 3.1 are in this space;

2. The 2-D space consists of 12 rows in which there is only one “Any” value. The third, sixth, seventh and eighth row shown in Table 3.1 are some examples.

3. the 1-D space consists of 6 rows, each containing two “Any” values. The ninth and tenth row shown in Table 3.1 are two such cases.

4. Finally, one cell {“Any”, “Any”, “Any”} composes the 0-D space which is shown as the last row in Table 3.1.

### 3.3.2 OLAP engine

Once the working cube is constructed, the complete information needed for the given task is preserved in the cube cells including the aggregated ones, so that we do not have to refer to the original relation any more. Such a cube serves as a data source
and an interface between the data and the mining task. Since data mining works on a very large database, it is essential to have enriched and efficient functions to create and play with the data cube, Thus, OLAP Engine, whose major task is to compute user’s OLAP instructions, such as creating data cube, drilling, dicing, pivoting, etc., and return the results to the user interface layer, shows its important role in the entire data mining architecture.

Although the details of OLAP techniques are not our major part in this thesis, there are many papers on efficient computation of data cube and performing OLAP operations, such as [1, 21, 10, 15, 43].

3.4 Association mining engine

Association Mining Engine is the major component of the association mining system. It is also the major part discussed in this thesis. Next, we will introduce the general framework of association mining engine. The detailed algorithm will be discussed in the following several chapters.

First, we introduce some important terms that are frequently used in this thesis.

3.4.1 Basic concepts

First of all, a set of items is referred as an itemset, an itemset that contains $k$ items is a $k$-itemset. The left hand side of the rule (the part of $A_1, A_2, \ldots, A_m$ in the definition 1.1) is known as the body of the rule, and the right hand side is the head of the rule. The frequency of an itemset is the total number of transactions that contain the itemset.

Support and confidence are two major measures of rule interestingness. They respectively reflect the usefulness and certainty of a discovered rule. Given a rule $X \rightarrow Y$, the support is the probability for a transaction to contain $X \cup Y$, and the confidence is the probability for a transaction which contains $X$ to contain $Y$. By the concept of itemset frequency, the computation of support and confidence can be
defined by the following two equations:

\[ support(X \rightarrow Y) = \frac{frequency(X \cup Y)}{totalcount} \]  (3.1)
\[ confidence(X \rightarrow Y) = \frac{frequency(X \cup Y)}{frequency(X)} \]  (3.2)

An itemset is frequent if the support is no less than a minimum support threshold. And, an association rule is considered strong if it satisfies both a minimum support threshold and a minimum confidence threshold.

Here, there is a concrete example.

**Example 3.4.1** The following rule is generated from the Sales relational database.

\[ Product(X, "CarryBags"), Location(X, "North") \rightarrow Profit(X, "good") \]  [confidence = 80%, support = 20%]

This rule means that *Carry Bags* bought in *North* is likely to have a good profit (with a 80% confidence, or certainty) and such customers represent 20% of all customers under study. Now, if the minimum support threshold is 15% and the minimum confidence threshold is 75%, the above rule is interesting.

In this thesis, several types of association analysis are discussed.

- **Inter-dimensional Association.**
  This is the association among a set of dimensions. For example,

\[ Location(X, "South"), Profit(X, "bad") \rightarrow Product(X, "Tents") \]

We can see that all items in this rule are from different dimension. So, we also call it multi-dimensional association without repetition.

- **Intra-dimensional Association.**
  This is the association within one dimension. For example,

\[ Product(X, "CarryBags") \rightarrow Product(X, "Tents") \]

Since all items in this rule are from the same dimension, we also call it single-dimensional association.
• **Hybrid Association**

This is the association among a set of dimensions, but some items in the rule are from one dimension. So, this is also called *multi-dimensional association with repetition*, while the previous inter-dimensional association mining referred as multi-dimensional association mining without repetition. For example,

\[ \text{Location}(X, \text{“North”}), \text{Product}(X, \text{“Carry Bags”}) \rightarrow \text{Product}(X, \text{“Tents”}) \]

• **Constraint-based Association**

It is preferable to have some user-specified constraints to guide an association rule mining process. Such constraints can be applied to rule items or rule forms. For example, user want to find all rules item \( \text{Product}(X, \text{“Carry Bags”}) \) in the rule head, then the following is a desired rule satisfying this constraint,

\[ \text{Profit}(X, \text{“good”}) \rightarrow \text{Location}(X, \text{“South”}), \text{Product}(X, \text{“Carry Bags”}) \]

### 3.4.2 Framework of association mining engine

Generally, after generating the working cube, the problem of discovering association rules can be decomposed into two subproblems:

1. Find all frequent itemsets with support above minimum support.
2. Use the frequent itemsets to generate the desired rules.

Correspondingly, based on data cube structure, we use a two-phase framework in our system as following:

• **Phase 1: Generate frequent itemsets satisfying thresholds and specified constraints.**

  - INPUT.
    1. task-relevant working data cube
    2. minimum support threshold: \( \text{min\text{-}supp} \)
3. A set of constraints $C$ on rule items

- OUTPUT.

A list of frequent itemsets satisfying constraints is the output. According
to the type of association we want to generate, the frequent itemset can be
inter-dimensional itemset, intra-dimensional itemset or hybrid itemset.

- Phase 2: Generate desired association rules.

- INPUT.

  1. frequent itemsets output from phase 1
  2. minimum confidence threshold: $\text{min}_\text{conf}$
  3. a set of constrain $C'$ on the rule forms.

- OUTPUT.

Once getting the satisfied frequent itemsets, this phase is proceeded to gen-
erate the desired rules. We use the confidence as the significance metric,
and whatever further constraints $C'$ to be imposed on the body and head
can be specified. Then, all the association rules that satisfy confidence
threshold and constraints are output. Furthermore, upon examining the
rules, the user has the option to perform an correlation analysis if associa-
tion analysis itself is not sufficient enough to find interesting rules. Finally,
all association rules that satisfy the confidence threshold and $C'$ are output.

3.5 Visualization and graphical user interface

Allowing visualization of discovered association rules in various forms can help users
with different backgrounds to identify rules of interest and to guide the system into
further discovery. Also, a good user interface, enriched by query constraints, we
use a convinient mining tool to serve as the high-level user interface, and implement
two forms of visualizations, i.e., table view and graphical view. We will have more
discussion on this topic in Chapter 6.
Chapter 4

OLAP-Based Association Mining

As we discussed in the previous chapters, the task for OLAP-based association mining is to explore how to use the data cube structure for mining association rules and study efficient mining methods using such a structure. According to the type of rules to be mined, such a problem can be decomposed into three sub-categories: *inter-dimensional association*, *intra-dimensional association*, and *hybrid association*. These subclasses of mining problems are consequently referred to as *inter-dimensional*, *intra-dimensional*, and *hybrid association mining* respectively.

Basically, there are three steps in OLAP-based association mining, that is, all the algorithms are divided into three parts.

1. Generating the task-relevant working cube with desired dimensions,

2. Generating frequent itemsets, i.e., the itemsets whose support is greater than the given minimum support threshold.

3. Generating association rules from the frequent itemsets.

In this chapter, we will give the algorithms for each subclass of association mining. Multi-level association mining is also discussed.

Before we start the discussion, first, we will introduce the data source *SALES* which will be used in the examples through the whole chapter. SALES is a sales
database which includes sales information of a company. Part of the data is shown in Table 4.1. We can see that there are three attributes: Location, Product and Profit, with two of them being categorical and the third one, Profit, numerical. From now on, without further specification, all the examples are using this data source as the raw data.

<table>
<thead>
<tr>
<th>location</th>
<th>product</th>
<th>profit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seattle</td>
<td>Alert Devices</td>
<td>6.8</td>
</tr>
<tr>
<td>Seattle</td>
<td>Alert Devices</td>
<td>2.7</td>
</tr>
<tr>
<td>Seattle</td>
<td>Alert Devices</td>
<td>11.0</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Seattle</td>
<td>Alert Devices</td>
<td>4.8</td>
</tr>
<tr>
<td>Seattle</td>
<td>Carry-Bags</td>
<td>2.7</td>
</tr>
<tr>
<td>Seattle</td>
<td>Carry-Bags</td>
<td>3.0</td>
</tr>
<tr>
<td>Seattle</td>
<td>Carry-Bags</td>
<td>2.0</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>Tokyo</td>
<td>Tents</td>
<td>4.5</td>
</tr>
<tr>
<td>Tokyo</td>
<td>Tents</td>
<td>9.9</td>
</tr>
</tbody>
</table>

Table 4.1: The SALES example data with three attributes

4.1 Generating working cube

Given a mining task, we need to first generate a working data cube by extracting relevant date from data warehouse. Let us take an example to show how this working cube is generated.

Example 4.1.1 Suppose we want to perform association mining involving three dimensions: Location, Product and Profit, then a three-dimensional cube is generated by the OLAP Engine, as shown in Figure 4.1.

First, numerical dimension Profit is generalized. Suppose the generalized level contains the following 5 values:

poor(1 ~ 3), mediocre(3 ~ 5), average(5 ~ 7),
Table 4.2: A generalized relation from SALES with count attributes

\[
good(7 \sim 9), \ excellent(9 \sim 11)
\]

Then we map the real profit values in the raw data to these five values, aggregate it into a new relation with one more attribute \textit{count}. This new relation is shown in Table 4.2.

Based on the new relation, a cube construction algorithm will generate a 3-dimension cube with:

1. dimensions: Location, Product, Profit.

   Each dimension has several values including the distinct attribute values from Table 4.2 plus the special “\textit{Any}” value.

2. the \textit{count} value from Table 4.2 saved in each cube cell. For example, the count in \textit{cell}(Location = “Seattle”, Product = “Carry Bags”, Profit = “good”) is 100.
Figure 4.1: The three-dimensional data cube generated from SALES

Furthermore, according to the definition of the cube space, we can get four cube spaces from this particular cube, depicted in Figure 4.1 with different colors. For example, the space comprised of the white cells is the 3-D space of the cube.

4.2 Generating frequent itemsets

Now we have learned how to generate working data cube for the mining task. In the following sections, we study algorithms for generating frequent itemsets for the purpose of mining association rules. Different categories of associations, i.e., inter-dimensional, intra-dimensional, and hybrid association rules, use different algorithms.

Because of the importance of the Apriori algorithm [4], we will first fully discuss it in the following section.

4.2.1 The Apriori algorithm

The Apriori algorithm, first proposed by Agrawal and Srikant [4], is an interesting and influential algorithm for generating intra-dimensional frequent itemsets based
on the transaction table. The typical transaction table consists of two fields: one is 
transaction ID, the other is the items associated with the transaction ID. By grouping 
the transaction ID, a transaction table can be transformed into a set-based table in 
which the items sharing the same transaction ID are merged into one tuple. An 
example of such a table is as follows.

Example 4.2.1 Based on the SALES data, we take the Location as the transaction 
ID attribute and product as the item attribute. After grouping, there are totally four 
transactions, i.e., totalcount = 4. We assume that the items within a transaction are 
stored in the lexicographic order as shown in Table 4.3.

<table>
<thead>
<tr>
<th>trans ID(location)</th>
<th>product</th>
</tr>
</thead>
<tbody>
<tr>
<td>HongKong</td>
<td>Water Purifiers, Sport Wear</td>
</tr>
<tr>
<td>Mexico</td>
<td>Alert Devices, Carry-Bags, Tents</td>
</tr>
<tr>
<td>Seattle</td>
<td>Carry-Bags, Water Purifiers, Sport Wear</td>
</tr>
<tr>
<td>Tokyo</td>
<td>Alert Devices, Carry-Bags, Water Purifiers, Sport Wear</td>
</tr>
</tbody>
</table>

Table 4.3: The transaction table generated from SALES

Detailed algorithm is depicted in the following paragraph. Step 2 and 3 of Apri-
ori find the frequent 1-itemsets, \( L_1 \). And then Step 4, divided into two sub-steps, 
generates frequent k-itemset. First, candidate k-itemsets \( C_k \) are generated by the 
gen_candidate procedure, which joins the frequent \((k - 1)\)-itemset \( L_k \) and eliminates 
those having a \((k - 1)\)-subset that is not frequent. Second, frequent k-itemsets \( L_k \) 
are generated from \( C_k \) in procedure gen_frequent as described below: once all the 
candidates have been generated, the database is scanned; for each transaction, a sub-
set function is used to find all subsets of the transaction that are candidate, and 
the count for each of these candidates is accumulated; finally, all those candidates 
satisfying minimum support comprise \( L_k \).

Algorithm 4.2.1 \((\text{Apriori})\) Generating frequent itemsets using an iterative approach.

Input: Transaction database \( D \) and minimum support threshold \( \text{min_supp} \).
Output: The set of frequent itemsets $L$ in $D$.

Method

1. $k = 1$; $L = \phi$;
2. Candidate 1-itemsets $C_1 = \{\text{all the distinct values in item attribute}\}$.
3. Compute frequent 1-itemsets $L_1$. $L_1 = \text{gen\_frequent}(1, C_1)$;
4. Repeat
   
   $k = k + 1$;
   Generate Candidate $k$-itemsets $C_k = \text{gen\_candidate}(k, L_{k-1})$;
   Compute frequent $k$-itemsets $L_k = \text{gen\_frequent}(k, C_k)$;
   $L = L \cup L_k$;
   Until $L_k = \phi$;

Function $\text{gen\_frequent}(k, C_k)$

% Generate frequent $k$-itemsets $L_k$ from candidates $C_k$.
for each itemset $c \in C_k$ do
   c.frequency = 0;
for each transaction $t \in D$ { % scan $D$ for counts
   $C_t = \text{subset}(C_k, t)$; % get the subsets of $t \in C_k$
   for each candidate $c \in C_t$
      c.frequency ++;
}
return $L_k = \{c \in C_k | c\text{.support} \geq \text{min\_supp}\}$

Function $\text{gen\_candidate}(k, L_{k-1})$

% Generate candidate $k$-itemsets $C_k$ from $L_{k-1}$.
$C_k = \phi$;
for each itemset $I_1 \in L_{k-1}$
   for each itemset $I_2 \in L_{k-1}$
if (first $k - 2$ items in $I_1$ and $I_2$ are same but
the last item are different) then {
  $c = I_1 \cap I_2$;
  if $\exists (k - 1)$-subset $s$ of $c$, $s \notin L_{k-1}$ then
    delete $c$;
  else add $c$ to $C_k$;
}
return $C_k$;
\]

**Rationale.** The Apriori algorithm employs an iterative approach. First, the frequent
1-itemsets is found, denoted as $L_1$. $L_1$ is used to find $L_2$, the frequent 2-itemsets;
which is in turn used to find $L_3$, and so on, until no more frequent $k$-itemsets can
be found. To improve the efficiency of such level-wise (i.e., level-by-level) generation
of frequent itemsets, an important property, called the *Apriori property*, presented
below is explored to reduce the search space.

**Theorem 4.1** Apriori property: All non-empty subsets of a frequent itemset must be frequent.

This property is proposed and proved by Agrawal and Srikant [4]. It is based on
the following observation. Since all the itemsets adopt the same minimum support
threshold $\minsupp$, if an itemset $I$ is not frequent, i.e., $\text{Prob}\{I\} < \minsupp$, by
adding an item $i$ to the itemset $I$, such a combined set cannot occur more frequent
than $I$ alone, and thus we have $\text{Prob}\{I \cup \{i\}\} < \minsupp$.

This property belongs to a special category of the properties called anti-monotonicity
[31] in the sense that if a set cannot pass a test, all of its superset will fail the same test
as well. It is called anti-monotone because the property is monotonic in the context
of failing a test. Later we will see that this property is important in constraint-based
optimization. It will be discussed in details in the next chapter.

Based on the Apriori property, the frequent $k$-itemsets, $L_k$, can be obtained by
joining the frequent $(k - 1)$-itemsets, $L_{k-1}$. Moreover, for a $k$-itemset $l_k$ to be in $L_k$,
all of its \((k - 1)\)-subsets must be frequent. If any of such a subset is not in \(L_{k-1}\), \(l_k\) can be removed from the candidate list.

This observation facilitates the generation of candidate \(k\)-itemset, \(C_k\), from \(L_{k-1}\). \(C_k\) is a superset of \(L_k\), that is, its members may or may not be frequent but all the frequent \(k\)-itemsets are in \(C_k\). A final check of the support of each candidate in \(C_k\) results in the determination of \(L_k\) (i.e., all candidates having a support no less than the minimum support threshold are frequent by definition, and therefore, belong to \(L_k\)). How to generate a small \(C_k\)? Based on the Apriori property, \(C_k\) can be generated in two steps. First, a candidate is generated by joining the members in \(L_{k-1}\), where two members are joinable if they share \((k - 2)\) common items, i.e.,

\[
L_{k-1} \bowtie L_{k-1} = \{A \bowtie B | A, B \subseteq L_{k-1}, |A \cap B| = k - 2\}. \tag{4.1}
\]

Second, remove from \(C_k\) any of its members that contains a \((k - 1)\)-subset that is not frequent. Now we have a basic understanding about how the Apriori algorithm works on the transaction database.

Since the efficient construction, generalization, and accessing of data cubes have been extensively researched with many successfully constructed OLAP systems, the exploration of data cube structures becomes realistic with reasonable efforts. Moreover, the data cube structure facilitates the mining of associations at multiple levels of abstraction. So, from next section on, we will examine efficient methods for mining association rules in a large database using a data cube structure. First, let us start from the simplest case: mining intra-dimensional associations.

### 4.2.2 Intra-dimensional association mining

Intra-dimensional association is the association within one dimension, which we call item dimension, by grouping another dimension, which we call transaction dimension. So, generally, there are two dimensions involved in the intra-dimensional association mining. Thus, a two-dimensional cube is created by the OLAP Engine and served as the working data cube for mining. Here we give an example of such a cube as follows.
Figure 4.2: A data cube for mining intra-dimensional association rules

Example 4.2.2 Based on the SALES data (Table 4.1), we take the Location as the transaction dimension and Product as the item dimension. The corresponding two-dimensional cube is then created and shown in Figure 4.2. According to the cube definition, each cell saves the *count* value generated from the original relation.

Now, we want to do the intra-dimensional association mining based on such a cube. Algorithm 4.2.2 shows the detailed algorithm. The procedure is very similar to Apriori algorithm except that the support for each candidate itemset is computed by scanning part of the data cube, not the transaction table.

**Algorithm 4.2.2** Generating intra-dimensional frequent itemsets.

**Input:**
- A two-dimensional data cube: *Cube[transaction, item]*.
- Minimum support threshold: *min_supp*.

**Output:** The frequent intra-dimensional itemsets *L*.

**Method**
1. \( k = 1; \ L = \emptyset; \)

2. Candidate 1-itemsets \( C_1 = \{ \text{all the distinct values in item} \)

3. Generate frequent 1-itemsets \( L_1 = \text{gen\_frequent}(1, C_1); \)

4. Repeat

   \( k = k + 1; \)

   Generate Candidate \( k \)-itemsets \( C_k = \text{gen\_candidate}(k, L_{k-1}); \)

   Generate frequent \( k \)-itemsets \( L_k = \text{gen\_frequent}(k, C_k); \)

   \( L = L \cup L_k; \)

   Until \( L_k = \emptyset; \)

Function \( \text{gen\_frequent}(k, C_k) \)

\%( Generate frequent \( k \)-itemsets \( L_k \) from candidates \( C_k. \)

\( L_k = \emptyset; \)

for each candidate \( k \)-itemset, \( I = \{ i_1, i_2, \ldots, i_k \} \in C_k \) { 

   frequency = 0;

   for each transaction \( t \) { 

      AllIn = TRUE;

      for each item \( i \in I \) { 

         Get the count saved in the cube cell\( (t, i); \)

         if (the count is 0) then {

            \%( item \( i \) is not in this transaction \( t \)

            AllIn = FALSE;

            break;

         }

      }

      if( AllIn = true) 

      \%( all items in this itemset are in transaction \( t \)

      frequency ++;

   } 

   \( support = frequency / \text{totalcount}; \)
if (support > min_supp) % I is a frequent itemset
    \[ L_k = L_k \cup I; \]
} return \( L_k \);

Function gen_candidate(k, L_{k-1})
% Generate candidate k-itemsets \( C_k \) from frequent \((k - 1)\)-itemsets
% \( L_{k-1} \).

This function works the same as Algorithm 4.2.1.

Rationale Based on the Apriori property, the algorithm starts with finding frequent 1-itemsets. For each candidate item \( i \), we take the slicing from the cube corresponding to item \( i \). This slicing has \( n \) cube cells (\( n \) is the number of transactions), with each cell \((t, i)\) for each transaction \( t \). According to the definition of cube, each cell has a \( \text{count} \) value saved in it. This value can be used to decide whether the item \( i \) is contained in transaction \( t \): if it is larger than 0, it means that item \( i \) is in this transaction \( t \), otherwise, it is not in \( t \). In the sense, we can see that the number of cells in this slicing whose account is larger than 0 is the number of transactions containing the item \( i \), that is, the frequency for \( i \). By computing the support and comparing with \( \text{min_supp} \) threshold, we can judge whether \( i \) is frequent or not.

Next, to discover the frequent \( k \)-itemsets \( L_k \), the algorithm uses \( L_{k-1} \Join L_{k-1} \) to generate the candidate \( k \)-itemsets, \( C_k \). This join procedure is exactly the same as Apriori algorithm. Then, for every candidate itemset \( I \in C_k \), since the items in \( I \) are all in the same dimension but different positions from data cube, we have to search through the corresponding slicing covering those items and all transactions to find how often these items occur together. For each transaction \( t \), we look at those \( k \) cells in this slicing where transaction = \( t \). If the \( \text{count} \) values saved in all these \( k \) cells are larger than 0, it means that these items occur in this transaction together. So, the number of such transactions is exactly the frequency for this itemset \( I \). This frequency computation procedure can be extended to any candidate \( k \)-itemset. \( \square \)
Example 4.2.3 Let us try the example based on the cube in Figure 4.2. We want to
mine intra-dimensional association rules taken the Location as transaction dimension,
Product as the item dimension and min_supp = 50%.

- In the first iteration of the algorithm, the total five items (Products) comprise the
candidate 1-itemsets, C₁. Then, for every product in C₁, e.g., “Water Purifier”,
we do slicing on the cube and get a plane of four cells for Product = “Water
Purifier”. Comparing all the count values in this slicing, {30, 0, 25, 20}, with
0, there are three values greater than 0. So the frequency for “Water Purifier” is
3. The algorithm simply repeats this procedure for all candidates in C₁. The
frequency results are shown in Figure 4.3.

- Compared with the minimum support threshold, 50%, the frequent 1-itemsets L₁
can then be determined. It consists of those candidate 1-itemset with frequency
at least 2.

- To discover the candidate 2-itemsets C₂, the algorithm uses L₁ ⊙ L₂ and gen-
erate 6 itemsets comprising C₂.

- For each itemset in C₂, e.g., {“Carry Bags”, “Water Purifier”}, we do slic-
ing on the cube and get a plane of eight cells corresponding to Product =
“Carry Bags” and Product = “Water Purifier”. we check the two count values in each pair of cells within the same transaction (Location). We find that
only two pairs of cells with both values larger than 0, i.e., {{“Seattle”, “Wa-
ter Purifier”} {“Seattle”, “Carry Bags”}} and {{“Tokyo”, “Water Purifier”},
{“Tokyo”, “Carry Bags”}}. Therefore, the frequency of this itemset is 2. We
repeat this procedure for all other itemset in C₂, the results are also shown in
Figure 4.3.

- The frequent 2-itemsets L₂ is then determined, consisting of those candidate
2-itemsets in C₂ with frequency at least 2.

- The generation of the candidate 3-itemsets C₃ is divided into two steps. First
let C₃ = C₂ ⊙ L₂ = {{“Alert Devices”, “Carry Bags”, “Sport Wear”}, {“Alert
Figure 4.3: Generating frequent itemsets with minimum support = 2.

Devices”, “Carry Bags”, “Water Purifier”), {“Carry Bags”, “Sport Wear”, “Water Purifier”}. Based on the Apriori property that all subsets of a frequent itemset must also be frequent, we can determine that the candidates {“Alert Devices”, “Carry Bags”, “Sport Wear”} and {“Alert Devices”, “Carry Bags”, “Water Purifier”} cannot possibly be frequent. We therefore remove them from $C_3$, thereby saving the effort of unnecessary support computation.

- In order to determine $L_3$, the cube is sliced and scanned in the same way as generating frequent 2 itemsets. The final result for $L_3$ is shown in Figure 4.3.
- No more frequent itemsets can be found (since here, $C_4 = NULL$), and so the algorithm terminates, with all of the frequent itemsets found.

Discussion In this subsection, the problem of finding intra-dimensional association rules with OLAP technologies is discussed. A cube-based algorithm is presented.
Basically, the algorithm works as follows: it generates the candidate itemsets, and for every candidate itemset, it scans the necessary cube cells to compute the support and then decides whether this itemset is frequent or not.

The first part takes advantage of the Apriori property, that is, for every two frequent \( k-1 \)-itemset with \( k-2 \) items overlapping, we join them together to get a \( k \)-itemset and then decide whether it is a candidate or not by \textit{tracking back} the other \( (k-1) \)-subset of this itemset. If any of these subsets is not frequent, then this \( k \)-itemset is not candidate. By analyzing the algorithm 4.2.2, the total number of \textit{tracking back} can be computed using Equation 4.2, where \( n \) is the size of the longest possible candidate itemset, \( |L_{k-1} \uplus L_{k-1}| \) is the number of possible \( k \)-itemset generated by joining the frequent \( (k-1) \)-itemsets \( L_{k-1} \), and \( (k-2) \) is the number of other \( (k-1) \)-subsets since for each \( k \)-itemset \( I \) joined by two \( (k-1) \)-itemsets, \( I_1, I_2 \), we only need to check the other \( (k-1) \)-subset except \( I_1, I_2 \).

\[
\sum_{k=2}^{n} (|L_{k-1} \uplus L_{k-1}| \times (k - 2))
\]  

Equation 4.2

The second part is mainly for cube scanning. The number of scanning is the total number of cells used in the frequency computation for all candidate itemsets and can be computed using Equation 4.3, where \( |C_k| \) is the number of itemsets in the candidate \( k \)-itemses \( C_k \), and \( |\text{transaction}| \) is the number of transactions in the data cube.

\[
\sum_{k=1}^{n} (|C_k| \times k \times |\text{transactions}|)
\]  

Equation 4.3

Therefore, according to the above two equations, the time spent in the association mining can roughly be divided into two parts, \textit{tracking back} time and \textit{cube scanning} time. Totally, with a fixed minimum support threshold, there are three variables in the above two equations: \( |L_{k-1} \uplus L_{k-1}|, |C_k| \) and \( n \). The major factors affecting their values are the data cube density and the number of distinct values in item dimension. The denser the cube and the bigger the number of distinct values in item dimension, the more time that has to be spent in the mining.
4.2.3 Inter-dimensional association mining

Inter-dimensional association is the association among a set of dimensions. The whole procedure is also based on the Apriori algorithm with a different support computation method. In this case, since the items in a itemset come from different dimensions, by using the available summary layers of data cube, the frequency for each itemset can be directly obtained from one cube cell, making the mining procedure very efficient. The detailed algorithm is shown as follows.

Algorithm 4.2.3 Generating inter-dimensional frequent itemsets among n dimensions with Apriori pruning.

Input:
- An n-dimensional data cube: \( CB[d_1, \ldots, d_n] \).
- Minimum support threshold: \( min\_sup \).

Output: The set of frequent inter-dimensional itemsets \( L \) among the n dimensions.

Method

1. \( k = 1 \); \( L = \phi \);
2. Generate candidate 1-itemset for each dimension \( C_{1,d_i} = \{ \text{all distinct values in dimension } d_i \} \), \( C_1 = \bigcup_{i=1}^{n} C_{1,d_i} \);
3. Generate frequent 1-itemset \( L_1 = \text{gen\_frequent}(1, C_1) \);
4. Repeat
   \( k = k + 1 \);
   Generate candidate \( k \)-itemsets \( C_k = \text{gen\_candidate}(k, L_{k-1}) \);
   Generate frequent \( k \)-itemsets \( L_k = \text{gen\_frequent}(k, C_k) \);
   \( L = L \cup L_k \);
Until \( L_k = \phi \);

Function \( \text{gen\_frequent}(k, C_k) \)
% Generate frequent \( k \)-itemset \( L_k \) from candidates \( C_k \)
\[ L_k = \phi; \]
for each candidate \( I = \{i_1, i_2, \ldots, i_k\} \in C_k \) do {
    \text{frequency} = \text{the count in the cell}(i_1, i_2, \ldots, i_k) \text{ in }
    \text{the } k\text{-D cube space}
    \text{support} = \text{frequency/totalcount};
    \text{if (support > min\_supp) then}
    \text{\% I is a frequent itemset}
    \quad L_k = L_k \cup \{I\};
}

Function gen\_candidate(k, L_{k-1})
\% Generate candidate \( k \)-itemsets \( C_k \) from frequent \((k-1)\)-itemsets
\% \( L_{k-1} \)
\quad C_k = \phi;
\text{for each item } l_1 \in L_{k-1} \{ 
    \text{for each item } l_2 \in L_{k-1} \{ 
        \text{if (} l_1 \text{ and } l_2 \text{ has } k-2 \text{ same items, and the other}
            \text{one from different dimensions) then}
        \quad c = l_1 \uplus l_2
        \text{if } c \text{ has infrequent (} k-1 \text{)-subset then}
            \quad \text{delete } c
        \text{else add } c \text{ to } C_k
    \}
\}
return \( C_k \)

**Rationale** Based on the Apriori property, the algorithm starts with finding frequent 1-itemsets, then to discover the set of frequent \( k \)-itemsets \( L_k \), the algorithm uses \( L_{k-1} \uplus L_{k-1} \) to generate the candidate \( k \)-itemsets \( C_k \). For every candidate \( k \)-itemset
Figure 4.4: Generating frequent itemsets with minimum support, 18%.

$I \in C_k$, we check the corresponding cell in the k-D cube space. According to the definition of cube, the \textit{count} value saved in each cell is the aggregation from the initial data base, thus it is exactly the frequency for the itemset represented by the cell. Then we compare it with the threshold, and collect those whose support is no less than \textit{min\_sup}.

\begin{example}
Let us use an example to show how this algorithm works. This example is based on the cube shown in Figure 4.1 in Section 4.1. Now, we want to do inter-dimensional association mining among three dimensions: \textit{Location}, \textit{Production} and \textit{Profit}.

Following Algorithm 4.2.3, the mining is performed as follows.

- First, we get all the distinct values in the three dimensions as the candidate 1-itemsets $C_1$. Then, for each item in $C_1$, for example, “Carry Bags” in \textit{Production} dimension, we get the cell (Any, “Carry Bags”, Any) in 1-D cube space, the
count value saved in this cell is 220, thus 220 is the frequency for itemset \{“Carry Bags”\}. We iterate for every item in $C_1$ in this way to compute the frequency.

- According to the minimum support threshold (i.e., $\text{min}\_\text{sup} = 18\%$), the frequent 1-itemset $L_1$ can then be determined. It consists of the candidate 1-itemsets having frequency at least 80. The results are shown in Figure 4.4.

- By the intersection of each two frequent 1-itemsets from different dimensions $L_{1,(A_i)} \bigcap L_{1,(A_j)}$, we generate 12 candidate 2-itemsets comprising $C_2$ referred to Figure 4.4.

- For each itemset in $C_2$, e.g., \{“Seattle”, “Sport Wear”\}, we get the cell (\{“Seattle”, “Sport Wear”, Any\}) from 2-D cube space, the count value saved in this cell, i.e., is 100, it means that the frequency for this itemset is 100 as well. In the same way, we can get the frequency for all 2-itemset in $C_2$. The resulting counts are also shown in Figure 4.4.

- The frequent 2-itemsets, $L_2$, is then determined, consisting of those candidate 2-itemsets in $C_2$ having a frequency of at least 80.

- Now, it is another join-and-prune step to get the candidate 3-itemset. For example, by joining \{“Seattle”, “Carry Bags”\} and \{“Seattle”, “poor”\}, we get \{“Seattle”, “Carry Bags”, “poor”\}. Next, we need to track back whether \{“Carry Bags”, “poor”\} is a frequent 2-itemset. The fact is that it is, then \{“Seattle”, “Carry Bags”, “poor”\} is added to $C_3$.

- We compute the frequency for each itemset in $C_3$ by searching the 3-D cube space and checking the count value saved in the corresponding cell.

So far, we have described one cube-based algorithm for inter-dimensional association mining. This method is mainly based on the Apriori property, that is, the candidate $k$-itemsets $C_k$ are generated by joining frequent $(k-1)$-itemsets $L_{k-1}$ and
pruning all those containing subsets which are not in $L_{k-1}$. This join-and-prune procedure reduces the size of $C_k$, and this reduces the frequency computation for $C_k$. But in another way, we need to spend time in joining $L_{k-1}$, and then for each joined k-itemset, each $(k - 1)$-subset should be checked to see whether it is frequent $(k - 1)$-itemset. If the data cube is sparse and the size of frequent k-itemset is not big, this join-and-check procedure is worthy compared to the optimization gained by pruning the candidate itemsets. But if the data cube is very dense, frequent itemsets become very huge. It is very possible that we will spend much time in the joining and checking, but cannot prune off many candidate itemsets. Furthermore, implementing Apriori property requires a complex data structure. Usually, a B+ tree or more advanced tree structure is used. In this case, the Apriori algorithm does not show its advantage. In the following, we give another cube-based algorithm to solve this problem. In this method, we do not use the Apriori property for pruning. After we get the frequent 1-itemsets $L_1$, we generate the candidate k-itemsets by obtaining all possible combination of $k$ items within $L_1$.

**Algorithm 4.2.4** Generating inter-dimensional frequent itemsets among $n$ dimensions without Apriori pruning

**Input:**

- An $n$-dimensional data cube: $C[d_1, \ldots, d_n]$.
- Minimum support threshold: $min\_sup$.

**Output:** The frequent inter-dimensional itemsets $L$.

**Method**

1. $k = 1$; $L = \phi$;

2. Generate candidate 1-itemset for each dimension $C_{1,d_i} = \{\text{all distinct values in dimension } d_i\}$. $C_1 = \bigcup_{i=1}^{n} C_{1,d_i}$

3. Generate frequent 1-itemsets $L_1 = gen\_frequent(1, C_1)$;
Then, we get the support for each candidate 2 item, compared with minimum support, we get L2.

Then, we get the support for each candidate 2 item, compared with minimum support, we get L2.

get support and L3

Figure 4.5: Generating frequent inter-itemsets without Apriori property, minimum support is 18%.

4. Repeat

\[ k = k + 1; \]

Generate candidate \( k \)-itemsets \( C_k = \text{gen\_candidate}(k, L_1); \)

Generate frequent \( k \)-itemsets \( L_k = \text{gen\_frequent}(k, C_k); \)

\( L = L \cup L_k; \)

Until \( L_k = \phi; \)

**Function gen\_frequent(k, C_k)**

% Generate frequent \( k \)-itemsets \( L_k \) from candidates \( k \)-itemsets \( C_k \)

for each candidate \( I = \{i_1, i_2, \ldots, i_k\} \in C_k \) do {

frequency = the count in the corresponding cell \((i_1, i_2, \ldots, i_k)\)

in the \( k \)-D cube space

support = frequency/totalcount;

if (support > min\_supp) then

% \( I \) is a frequent itemset
\[ L_k = L_k \cup \{ I \}; \]

Function \texttt{gen} \_\texttt{candidate}(k, L_1)
\%
Generate candidate \emph{k}-itemsets \(C_k\) from frequent \emph{l}-itemsets \(L_1\).
\[
C_k = \phi; \\
\text{for ( each } k \text{ items } l_1, l_2, \ldots l_k \in L_1 \text{ and } l_1, l_2, \ldots l_k \text{ are from different dimension }) \{ \\
\quad c = l_1 \sqcap l_2 \ldots \sqcap l_k \\
\quad \text{add } c \text{ to } C_k \\
\}\]
\text{return } C_k

\[\square\]

\textbf{Example 4.2.5} Now, let us use the same example as Example 4.2.4 to show how this method works and how these two algorithms differ from each other.

- First, we iterate each dimension to generate candidate 1-itemsets \(C_1\). For each itemset in \(C_1\), we obtain the frequency from the 1-D cube space and compare it with \(\min\_\text{supp}\). Then, the frequent itemsets will be decided. This step is the same as Example 4.2.4. The result is shown in Figure 4.5.

- The generation of frequent 2-itemsets \(L_2\) is also exactly the same as in Example 4.2.4. The candidate 2-itemsets \(C_2\) are formed by joining every \(L_{1,(A_i)} \sqcap L_{1,(A_j)}\). The frequency of each itemset in \(C_2\) is from the \emph{count} value saved in the corresponding cell in the 2-D cube space. The results are also shown in Figure 4.5.

- Next, we first get the candidate 3-itemsets. It is the join of every three frequent 1-itemsets in \(L_1\) with different dimensions. For example, we join the item \{“Seattle”\} from \textit{Location} dimension, \{“Sport Wear”\} from \textit{Product} dimension
and \{“good”\} from Profit dimension to form a candidate 3-itemset \{“Seattle”, “Sport Wear”, “good”\}. In such a way, compared with 2 in Example 4.2.4, there are totally 8 itemsets are generated for \(C_3\), shown in Figure 4.5.

- We can get the frequency for each itemset in \(C_3\) and then generate frequent 3-itemsets \(L_3\) by scanning the 3-D cube space in the same way in Example 4.2.4, the result is shown in Figure 4.5.

\[
\square
\]

Discussion  
In this subsection, the problem of finding inter-dimensional association rules with OLAP technologies is discussed. Two cube-based algorithms are presented. The first one is based on the Apriori property. It generates candidate \(k\)-itemsets \(C_k\) by a join-and-prune procedure, that is, joining frequent \((k-1)\)-itemsets \(L_{k-1}\) and pruning those containing \((k-1)\)-subsets which are not frequent. The second method does not use the Apriori property, \(C_k\) is generated by joining frequent 1-itemset. Now, we give a comparison between these two algorithms based on the number of tracking back in pruning and the number of scanned cube cells in computing the frequency (see the discussion for Algorithm 4.2.2).

The algorithm 4.2.3 completely follows Apriori property, therefore, based on the discussion for algorithm 4.2.2, the total number of tracking back is

\[
\sum_{k=2}^{n} (|L_{k-1} \cap L_{k-1}| \times (k - 2)) \tag{4.4}
\]

Since for each candidate inter-dimensional itemset, only one cell is checked to obtain the frequency. So, the number of scanned cube cells is

\[
\sum_{k=1}^{n} (|C_k|) \tag{4.5}
\]

The Algorithm 4.2.4 does not use Apriori property. The candidate \(k\)-itemsets are generated from frequent 1-itemsets directly. So, there is no tracking back procedure. Same as the first method, one cell is scanned for each candidate itemset, so, the number of scanned cube cell can be computed by the following Equation 4.6, where
$n$ is the number of dimensions, and $|L_j|$ is the number of frequent 1-items in the $j$th dimension.

$$\sum_{k=1}^{n} (|C_k|, |C_k| = \binom{n}{k} \prod(|L_{1,j}|), \text{ } j \text{ is from the chosen } k \text{ dimensions} \quad (4.6)$$

From the above discussion, we can see that if the data cube is sparse, only a small number of itemsets can pass over the frequency threshold, especially when the size of itemset grows. In this case, the algorithm with the Apriori property gains more benefit than the other by pruning candidate itemsets and thus reducing the frequency computation for those pruned itemsets. Furthermore, the more number of dimensions and the more itemsets are generated by joining frequent 1-itemset $L_1$, the more work that needs to be done for the frequency computation by Algorithm 4.2.4. On the other hand, if the cube is very dense, we cannot prune many candidate itemsets based on the Apriori property by tracking back the subsets of each itemset. In this case, the algorithm without Apriori property is better since it does not do any tracking back. Next, we will do the experiment analysis by using some real data to show this difference between these two algorithms.

\[ \square \]

**Performance Analysis**

In this subsection, we will present the results of some experiments conducted to analyze the performance of the two algorithms presented above with respect to various factors such as cube size, density of data, number of dimensions, etc.

The experiments were done on a Pentium Pro 200 with 64MB of memory running Windows NT. The testing data are two real databases, one is with five attributes and 67475 tuples and the other with four attributes and 287,280 tuples. For each experiment, we pick up some attributes as dimensions from one of the two databases to construct a data cube, then the two algorithms for generating frequent inter-dimensional itemsets are run on this cube.

**Experiment 4.1 Sparse Cube Scale-up**

First, the effects of sparse date cube for these two algorithms are examined. We select 2, 3, 4 dimensions respectively and construct three data cubes. Suppose $n$ is
Figure 4.6: Performance comparison with sparse cube.

the number of dimensions in the cube, and $d_i$ is the i-th dimension, $|d_i|$ is the size of dimension $d_i$, i.e., the number of distinct value in dimension $d_i$, then the cube size and cube density can be computed following the equations:

$$Cube \: Size = \prod_{i=1}^{n} |d_i|$$

$$Cube \: Density = \frac{\text{number of non-empty cells}}{Cube \: Size} \quad (4.7)$$

According to the above equation, the information of all three cubes is listed in the following table:

<table>
<thead>
<tr>
<th>Cube</th>
<th>Number of Dimensions</th>
<th>Cube Size</th>
<th>Cube Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cube_2</td>
<td>2</td>
<td>35636</td>
<td>$3.4 \times 10^{-2}$</td>
</tr>
<tr>
<td>Cube_3</td>
<td>3</td>
<td>1,496,712</td>
<td>$8.7 \times 10^{-4}$</td>
</tr>
<tr>
<td>Cube_4</td>
<td>4</td>
<td>41,907,936</td>
<td>$7 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

Table 4.4: All dimensions in the cube for Experiment 4.1
According to the information above, we can see that all the three cubes are sparse. Now, we run the two algorithms on each sparse cube using 4 different minimum support 0.5%, 0.8%, 1.0% and 1.2%. Figure 4.6 shows the resulting execution time.

**Analysis** As indicated in the graph, the performance of the two-dimensional cube $Cube_2$ is almost the same for these two algorithms with different thresholds. The reason is that for two-dimensional cube, at most frequent 2-itemset needed to be generated, there is no further need to generate candidate 3-itemset, etc. In the two algorithms, the steps from beginning to generating frequent 2-itemsets are the same, i.e., generating candidate 2-itemsets from joining frequent 1-itemset and then performing the frequency computation. So, the two curves of $Cube_2$ are almost overlapped.

For the three-dimensional cube $Cube_3$ and four-dimensional cube $Cube_4$, there are distinct differences between the two algorithms. From the two pairs of curves in the figure, we can see that Algorithm 4.2.3 with the Apriori property is always better than Algorithm 4.2.4 without the Apriori property. This is exactly what we concluded in the previous discussion. When data cube is very sparse, using Apriori property can prune many candidate itemsets, thus reducing the further support computation. While on the other hand, there are lots of combinations within frequent 1-itemset when generating candidate k-itemsets without the Apriori property, so the frequency computation will explode. In the experiment, we gathered all the information about the number of candidate k-itemsets and list the part for cube $Cube_3$ and $min_supp = 0.8\%$ in Table 4.5. We can see that, the size of candidate 3-itemset without Apriori property is almost 50 times the size with Apriori optimization.

<table>
<thead>
<tr>
<th>Cube</th>
<th>Algorithm</th>
<th>Candidate 1-itemset</th>
<th>Candidate 2-itemset</th>
<th>Candidate 3-itemsets</th>
<th>Execution Time(sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Cube_3$</td>
<td>without Apriori</td>
<td>702</td>
<td>2,470</td>
<td>20,832</td>
<td>5.638</td>
</tr>
<tr>
<td>$Cube_3$</td>
<td>with Apriori</td>
<td>702</td>
<td>2,470</td>
<td>462</td>
<td>1.362</td>
</tr>
</tbody>
</table>

Table 4.5: The size of candidate itemsets for inter-dimensional association mining algorithms, $min_supp = 0.8\%$
Another phenomenon can be seen from the curves: the difference between these two algorithms for Cube\textsubscript{4} is bigger than the difference for Cube\textsubscript{3}. For a sparse cube, if we use the Apriori property, then as \( k \) becomes larger, the number of frequent \((k - 1)\)-itemsets will become smaller, reducing the size of candidate \( k \)-itemsets. But for the algorithm without the Apriori property, the number of candidate itemsets depends on the combination within frequent 1-itemsets, so, the larger \( k \) is, the bigger the number of candidate \( k \)-itemsets. As a result, the more dimensions involved in the association mining, the more benefit the algorithm with Apriori property gains.

Also, we can see that the difference between these two algorithms depends on the \textit{min\_supp} threshold as well. When the threshold is smaller, the difference will be greater. This can be easily understood since more 1-itemsets will be frequent when the threshold becomes smaller. Then the possible combinations will increase very tremendously if without any Apriori optimization, thus making the number of candidate itemsets very huge. \hfill \Box 

\textbf{Experiment 4.2 Dense Cube Scale\_up}

The above experiment is the performance analysis of these two algorithms on sparse cubes. Next, we will examine the effects of dense date cube on these two algorithms. Similarly, three data cubes are constructed with 2, 3 and 4 dimensions respectively. The following table is the information of all cubes in this experiment:

<table>
<thead>
<tr>
<th>Cube</th>
<th>Number of Dimensions</th>
<th>Cube Size</th>
<th>Cube Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cube\textsubscript{2}</td>
<td>2</td>
<td>126</td>
<td>0.81</td>
</tr>
<tr>
<td>Cube\textsubscript{3}</td>
<td>3</td>
<td>41,040</td>
<td>0.42</td>
</tr>
<tr>
<td>Cube\textsubscript{4}</td>
<td>4</td>
<td>287,280</td>
<td>0.16</td>
</tr>
</tbody>
</table>

\textit{Table 4.6: Cubes information in Experiment 4.2}

According to the information above, we can see that all the three cubes are very dense cubes. We run the two algorithms on these dense cubes with different minimum support: 1.5\%, 1.2\%, 1.0\%, 0.8\% and 0.5\%. Figure 4.7 shows the resulting execution time.
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Analysis  As indicated in the graph, the performance of the two-dimensional cube $Cube_2$ is also the same with different thresholds for these two algorithms. The reason is discussed in Experiment 4.1: the steps from the beginning to the generating frequent 2-itemsets are the same with generating candidate 2-itemsets by joining frequent 1-itemsets.

For the three-dimensional cube $Cube_3$ and four-dimensional cube $Cube_4$, we notice that when threshold is relatively high, Algorithm 4.2.4 without the Apriori property is better the the one with the Apriori property. We also gathered all the information about the number of candidate k-itemsets and list part of it for cube $Cube_4$ and $min\_supp = 1.0\%$ in the following table:

From this table, we can see that after generating frequent 1-itemset, since the cube is very dense, it is very likely that the subsets of candidate k-itemsets ($k > 2$) generated after this step are all frequent. In this case, using the Apriori property cannot prune many candidate itemsets, thus further support computation can not be saved while we have to spend much time in the tracking back procedure.
<table>
<thead>
<tr>
<th>Cube</th>
<th>Algorithm</th>
<th>Candidate 1-itemset</th>
<th>Candidate 2-itemsets</th>
<th>Candidate 3-itemsets</th>
<th>Candidate 4-itemsets</th>
<th>Execution Time(sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Cube_4$ without Apriori</td>
<td>595</td>
<td>171</td>
<td>306</td>
<td>0</td>
<td>0.351</td>
<td></td>
</tr>
<tr>
<td>$Cube_4$ with Apriori</td>
<td>595</td>
<td>171</td>
<td>249</td>
<td>11</td>
<td>0.711</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.7: The size of candidate itemsets for inter-dimensional association mining algorithms, $min_{supp} = 1.0\%$

On the other hand, when the threshold is relatively small, Algorithm 4.2.3 with the Apriori property has a better performance than the other one. Also, first, let us have a look at with the information about candidate itemsets on $Cube_4$ and $min_{supp} = 0.5\%$ in the following table.

<table>
<thead>
<tr>
<th>Cube</th>
<th>Algorithm</th>
<th>Candidate 1-itemset</th>
<th>Candidate 2-itemsets</th>
<th>Candidate 3-itemsets</th>
<th>Candidate 4-itemsets</th>
<th>Execution Time(sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Cube_4$ without Apriori</td>
<td>595</td>
<td>2641</td>
<td>16551</td>
<td>29070</td>
<td>13.109</td>
<td></td>
</tr>
<tr>
<td>$Cube_4$ with Apriori</td>
<td>595</td>
<td>2641</td>
<td>630</td>
<td>11</td>
<td>1.743</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.8: The size of candidate itemset for inter-dimensional association mining algorithms, $min_{supp} = 0.5\%$

From the table, we can find that when the threshold is smaller, there are more frequent 1-itemsets, and the combination within frequent 1-itemsets, i.e., the size of candidate k-itemset ($k > 2$), is much larger. The number of candidate 3-itemset is 26 times difference between the two algorithms, while the number of candidate 4-itemsets is almost 270 times. In such a case, the tracking back time becomes trivial compared with the reduced frequency computation with the Apriori property.

From the curves, we also notice that the difference between these two algorithms for $Cube_4$ is bigger than that for $Cube_3$. This is also discussed in Experiment 4.1.

□
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4.2.4 Hybrid association mining

Up to now, we discuss two simple cases of association rules: intra-dimensional associations and inter-dimensional associations. From the view of dimension, the former is also called single-dimensional association mining as we can see that all predicates from the rule are from the same dimension, while the latter is called multi-dimensional association mining. But here, what we discussed only covers part of multi-dimensional association mining, i.e., multi-dimensional without petition since we can see that all the predicates in the rule are not repetitive. Can we do more general multi-dimensional association mining, i.e., the desired rule includes not only multiple dimensions, but also some repetitive predicates from one dimension? The answer is yes. In this subsection, we will have some discussions on this problem and give a simple algorithm.

Actually, if we take the dimension with repetitive predicates as the intra-dimension, and the other dimensions as the inter-dimension, the case of multi-dimension with repetition is the combination of intra-dimension and inter-dimension. In this case, each candidate itemset \( L \) can be written as \( L = \{L_{\text{inter}}, L_{\text{intra}}\} \); where \( L_{\text{inter}} \) are the items from inter-dimensions, whereas \( L_{\text{intra}} \) are those from intra-dimension. We can easily see that if either \( L_{\text{inter}} \) or \( L_{\text{intra}} \) are not a frequent itemset, then \( L = \{L_{\text{inter}}, L_{\text{intra}}\} \) is not a frequent itemset as well. From this observation, we find it natural and easier to separate the whole procedure into two sub-procedures: instead of finding frequent itemsets among all the dimensions, we first find frequent itemsets from intra-dimension, and inter-dimensions respectively, and then merge the two parts together to obtain the frequent hybrid itemsets.

The detailed algorithm is depicted in Algorithm 4.2.5. Part1 (Step 2) generates all frequent intra-itemsets \( L_{\text{intra}} \). Part2 is an iterative procedure: first generates frequent k-inter-itemsets \( L_{\text{inter},k} \), and then merges \( L_{\text{inter},k} \) with \( L_{\text{intra}} \) to generate the candidate hybrid itemsets, finally all those candidate itemsets satisfying minimum support are added to the set of frequent itemsets, \( L \).

**Algorithm 4.2.5** Generating hybrid frequent itemsets among \( n \) dimensions in a data cube \( C \).

**Input:**
• An $n + 2$-dimensional data cube: $C[d_1, \ldots, d_n + 2]$,
• a transaction dimension $d_t$ and an item dimension $d_{item}$ (intra-dimension)
• other $n$ associated inter-dimensions
• the minimum support threshold: $\min_{sup}$.

**Output:** The set of frequent itemsets $L$.

**Method**

1. $L = \phi$;
2. Generate the frequent intra-itemsets $L_{intra}$ by Apriori property;
3. if $L_{intra}$ is empty then exit.
4. $L = L \cup L_{intra}$;
5. $k = 1$;

While(1) { % iteration for size of inter-itemset

Generate the frequent $k$-inter-itemsets $L_{inter,k}$;
if $L_{inter,k} = \phi$ then exit;
l = 1; % do merging iterately for size of intra-itemset
Repeat

\[ l = l + 1; \]

\[ C_{l+k} = \text{Merge } L_{intra,l} \text{ and } L_{inter,k}; \]
% generate the candidate $(l+k)$-hybrid-itemsets $C_{l+k}$
genenerate frequent itemsets $L_{l+k}$ from $C_{l+k}$;
$L = L \cup L_{l+k}$;
prune any itemset in $L_{intra,l}$ and its extensions
if it is not in $L_{l+k}$;
prune any itemset in $L_{inter,k}$ if it does not appear in $L_{l+k}$;
Until $L_{l+k} = \phi$ or $L_{intra} = \phi$;
$k = k + 1$;
}
4.3 Generating strong association rules from frequent itemsets

After generating the frequent itemsets, we reach the final step of association mining, i.e., generating strong association rules from the frequent itemsets. This step is quite easy and same for different association mining, including inter-dimensional, intra-dimensional and hybrid association mining.

According to the definitions in Chapter 3, strong association rules are those rules with confidence above the minimum confidence threshold. The confidence is computed using the following equation:

\[ \text{confidence}(A \rightarrow B) = \frac{\text{support}(A \cup B)}{\text{support}(A)} \]  

(4.8)

Based on this equation, a simple and straightforward algorithm for this step is described as follows.

Algorithm 4.3.1 Generating strong association rules from the given frequent itemsets.

Input:

1. Frequent itemsets, \( L \).
2. minimum confidence threshold, \( \text{min}_\text{conf} \).

Output: Strong association rules \( R \).

Method

\[ R = \phi; \]

for each frequent itemset \( I \) in \( L \) {

for each non-empty subset \( S \) of \( I \) {

\[ \text{conf}(S \rightarrow I - S) = \frac{\text{support}(I)}{\text{support}(S)}; \]

if \( \text{conf} \geq \text{min}_\text{conf} \% \) generate an interesting rule

rule \( r = \langle \langle s \rightarrow (I - s) \rangle \rangle; \)
\[
R = R \cup \{r\}; \\
\}
\)

Every rule so generated automatically satisfies the minimum support requirement because the rules are generated from the frequent itemsets. All the frequent itemsets are stored along with their frequency so that they can be accessed quickly.

**Example 4.3.1** Since the algorithm 4.3.1 is just applying the same procedure for every frequent itemset, we only need to take an itemset as an example to demonstrate how this algorithm works step by step. Based on Example 4.2.2, such an itemset, \( I = \{"Carry Bags", "Sport Wear", "Water Purifier"\} \), is generated as a frequent itemset. What are the association rules that can be generated from \( I \)? The non-empty subsets of \( I \) are \( \{"Carry Bags", "Sport Wear"\}, \{"Carry Bags", "Water Purifier"\}, \{"Sport Wear", "Water Purifier"\}, \{"Carry Bags"\}, \{"Sport Wear"\}, \{"Water Purifier"\} \). The resulting association rules are as shown below, each being listed with its confidence, where \( \forall X \in Location: \)

- \( "Carry Bags" \wedge "Sport Wear" \rightarrow "Water Purifier" \) \( conf = 2/2 = 100\% \)
- \( "Carry Bags" \wedge "Water Purifier" \rightarrow "Sport Wear" \) \( conf = 2/2 = 100\% \)
- \( "Sport Wear" \wedge "Water Purifier" \rightarrow "Carry Bags" \) \( conf = 2/3 = 67\% \)
- \( "Carry Bags" \rightarrow "Sport Wear" \wedge "Water Purifier" \) \( conf = 2/3 = 67\% \)
- \( "Sport Wear" \rightarrow "Carry Bags" \wedge "Water Purifier" \) \( conf = 2/3 = 67\% \)
- \( "Water Purifier" \rightarrow "Carry Bags" \wedge "Sport Wear" \) \( conf = 2/3 = 67\% \) (4.9)

If the minimum confidence threshold is, say, 70\%, only the first and second rules above are strong since these are the only ones with confidence greater than 70\%.

In the same way, the following strong rules can be generated from other frequent itemsets generated in Example 4.2.2:

- \( "Alert Devices" \rightarrow "Carry Bags" \) \( conf = 2/2 = 100\% \)
\[
\text{"SportWear" } \rightarrow \text{ "WaterPurifier" } \quad \text{conf} = 3/3 = 100\%
\]

\[
\text{"WaterPurifier" } \rightarrow \text{ "SportWear" } \quad \text{conf} = 3/3 = 100\% 
\] (4.10)

### 4.4 Mining multi-level association rules

In the previous sections, algorithms were studied for mining association rules at a single level of abstraction, i.e., each dimension in a data cube is examined at a fixed level of abstraction. However, in many applications, it is difficult to find strong associations among data at the primitive levels of abstraction due to the sparsity of data in multi-dimensional space. On the other hand, many strong associations discovered at rather high concept levels are common sense knowledge. Therefore, it is desirable to mine associations at multiple levels of abstraction.

Based on our discussion in the previous Chapters, many data warehouse systems have implemented efficiently interactive drilling, slicing, dicing and pivoting operations in data cubes and taken them as primitive OLAP operations. This data cube structure and its associated OLAP operations provide a convenient base for interactively mining associations at multiple levels of abstraction. Hence, the basic method of such a process is that first we drill-down or roll-up for any chosen dimension along the concept hierarchy to the desire level, and then find association rules at the new levels of abstraction using one of the mining algorithms. An example of such an OLAP operation is shown in the following example.

**Example 4.4.1** Based on the cube in Figure 4.1. Suppose the hierarchy for dimension \textit{Location} is in Figure 4.8. Now, we want to perform inter-dimensional association mining with dimension \textit{Location} at level \textit{region} instead of level \textit{city}.

Given this mining task, we first generate the corresponding working cube, shown in Figure 4.9 by rolling-up the base cube in Figure 4.1 along dimension \textit{Location}. Then next, Algorithm 4.2.3 for inter-dimensional association mining is run on this working cube.

\[\Box\]
Figure 4.8: The hierarchy for Location dimension.

Figure 4.9: The cube generated from rolling up.
Discussion  Different strategies of setting minimum support thresholds at different levels of abstraction can be used, depending on whether a threshold is to be changed at different levels:

1. independent min support across levels, where there is no relationship of min support among different levels of abstraction;

2. same min support across levels, where the same min support is used at different levels of abstraction;

3. reduced min support across levels, where lower level of abstraction uses smaller min support in the mining.

Let us compare these approaches. It is simple for users or experts to provide a single uniform minimum support threshold for association rules mining. Also, it is simple to execute a mining algorithm using a fixed minimum support threshold. However, since it is unlikely that the itemsets at a lower level of abstraction will occur as frequent as those at a higher level of abstraction, a fixed minimum support threshold may cause some problems. If it is set too high, it may miss a lot of meaningful associations occurring at low levels; however, if it set too low, it may generate many uninteresting associations occurring at high levels. Therefore, in comparison between the two approaches, we recommend to use a reduced support threshold to progressively lower down the minimum support threshold when mining touches deeper levels of abstraction since one would like to generate sufficient meaningful associations at low levels but keeps the rules to be generated at high levels sufficiently interesting.

4.5 Interestingness of association rules

So far, we have discussed the algorithms from generating frequent itemsets to finally discovering rules. During our experiments with real data, sometimes, more than a thousand rules can be found even from a small size of data. Are all the rules discovered interesting enough to be presented to the user? Not necessarily. Whether a rule is interesting or not can be judged either subjectively or objectively. Ultimately, only
the user can judge if a given rule is interesting or not, and this judgement, being subjective, may differ from one user to another. However, objective interestingness criterion, based on the statistics “behind” the data, can be used as one step towards the goal of weeding out uninteresting rules from presentation to the user. How can we tell which rules are really interesting?

**Example 4.5.1** Take a rule derived in Example 4.2.2:

\[ \text{“Carry Bags” } \rightarrow \text{“Sport Wear”} \]

(4.11)

the support of this rule is 50%, confidence is 66.7. We can say that rule 4.11 is a strong association rule based on the support-confidence framework. However, this rule is incomplete and misleading since the overall support of “Carry Bags” is 75%, even greater than 66.7%. In other words, a customer who buys “Carry Bags” is less likely to buy “Sport Wear” than a customer about whom we have no information. The truth here is that there is a negative dependence between buying “Carry Bags” and buying “Sport Wear”.

To help filter out such misleading strong association rules \( A \Rightarrow B \), we need to study how the two events \( A \) and \( B \) are correlated. We want to find the dependence of a given rule in order to give a more precise characterization of the rule.

**Definition 4.1** We define the interestingness of events \( x, y \) to be

\[ I(x, y) = \frac{p(x, y)}{p(x)p(y)} \]  

(4.12)

where \( p(x) \) is the possibility of event \( x \).

The fact that the interestingness of events \( x \) and \( y \) is less than 1 indicates negatively correlation, since the nominator is the actually likelihood of both events happen, and the denominator is what the likelihood would have been in the case when the two activities are independent. In the above example, we can see that the interestingness of “Carry Bags”, “Sport Wear” is:

\[
p(\text{“Carry Bags”, “Sport Wear”}) / p(\text{“Carry Bags”}) \times p(\text{“Sport Wear”})
= 0.5/0.75 \times 0.75 = 0.89 < 1
\]

(4.13)
It means that buying “Carry Bags” is negative associated with buying “Sport Wear”, so this rule is not interesting enough to be reported.

Combining the computation into association mining and returning those rules having positive dependence will reduce the size of results and make those generated rules more precise. We notice that $p(x)$ is the support of item $x$ in term of association rules. Therefore, we have the following definition:

**Definition 4.2** We define the interestingness of a rule $A \Rightarrow B$ to be

$$I(A \Rightarrow B) = \frac{\text{support}(A, B)}{\text{support}(A) \text{ support}(B)}$$  \hspace{1cm} (4.14)

Next the algorithm to generate *interesting and strong* rules is in Algorithm 4.5.1. Basically, one step (step 4) is added after we generate all strong association rules by the method we discussed in the previous sections. This step is to compute the interestingness of each rule and filter out those rules whose interestingness is less than 1.

**Algorithm 4.5.1** Generate interesting and strong association rules

**Input:**
- A mining task and related working data cube $C$
- the minimum support and confidence threshold: $\min_{\text{sup}}$, $\min_{\text{conf}}$

**Output:** All interesting and strong association rules $R$.

**Method**

1. Generate the frequent itemsets $L$ using algorithm 4.2.2, or 4.2.3, etc.
2. Generate all strong association rules $R_s$ satisfying with $\min_{\text{conf}}$ threshold using algorithm 4.3.1;
3. $R = \emptyset$;
4. for each rule \( r(A \rightarrow B) \in R_c \) \\
\[
\text{interestingness} = I(A \Rightarrow B) = \frac{\text{support}(AB)}{\text{support}(A)\text{support}(B)};
\]
if \( \text{interestingness} \geq 1 \) then \( \% \) this rule is interesting \\
\( R = R \cup \{r\} \); \\
\}

Example 4.5.2 Let us continue example 4.3.1. Now, we want to generate all interesting rules from those generated strong rules. After interestingness computation for each rule based on Equation 4.14. Only the following three rules are interesting enough to be further presented to the users.

"Carry Bags" \& "SportWear" → "Water Purifier" \hspace{1cm} \text{interestingness} = 133\%
"Carry Bags" \& "Water Purifier" → "SportWear" \hspace{1cm} \text{interestingness} = 133\%
"Water Purifier" → "SportWear" \hspace{1cm} \text{interestingness} = 133\%

\[\blacksquare\]
Chapter 5

Constraint-based Association Mining

In the last chapter, the problem of mining association rules has been discussed for several cases. From the view of interface, the process of association mining can be summarized as three steps. First, a user specifies the part of the database to be mined. Next, the user specifies minimum thresholds such as support and confidence. Then the system executes one of the mining algorithms. At the end of a highly intensive data processing, a large number of associations are returned, some of which are hopefully what the user is looking for.

But in practice, often times, users may be only interested in a subset of associations, for instance, those containing one user-defined item, like \{Location = “Paris”\}. It is desirable for an association mining system to have the ability to let users specify various constraints during the mining. In this chapter, we will focus on this topic, referred as constraint-based association mining [31]. The main task is that given a set of constraints \(C\), we seek to find algorithms that are both sound and complete. Algorithm is sound means that it finds only the frequent itemsets that satisfy the given constraints, while it is complete means that all frequent itemsets satisfying given constraints are found.
5.1 Apriori+

A simple way that we can put forward right away is to apply one of the algorithms discussed in the last chapter for generating all rules satisfying the \textit{min\_sup} and \textit{min\_confidence} thresholds, and then we add one more step to select the rules generated. That is, we take those rules as candidates and check each of them against the constraints. Since this is a simple extension to the Apriori algorithm [4], we call this algorithm \textit{Apriori+}. The details are described in Algorithm 5.1.1.

**Algorithm 5.1.1 (Apriori+)** A simple Apriori-like algorithm for constraint-based association mining

**Input:**

- A task relevant data cube
- thresholds: \textit{min\_sup}, \textit{min\_conf}
- a set of constraints \textit{C} on rules

**Output:** The association rules \textit{R} satisfying thresholds and constraints.

**Method:**

1. Generate all of the frequent itemsets \textit{I} satisfying \textit{min\_sup} threshold. According to rule type to be mined, one of the algorithms, 4.2.2, 4.2.3, 4.2.4 or 4.2.5, is selected to perform at this step.

2. Generate all association rules \textit{R}_c satisfying the \textit{min\_conf} threshold by applying Algorithm 4.3.1 on \textit{I}.

3. Generate the desired rules \textit{R} satisfying constraints \textit{C}.

   \[ R = \text{rules\_pruning}( R_c, C ). \]

**Function** \textit{rules\_pruning}(\textit{R}_c, \textit{C})

% Return those rules in \textit{R}_c satisfying constraints \textit{C}
for each rule \( r \in R_c \) do {
    if \( r \) does not satisfy \( C \) {
        Prune \( r \) from \( R_c \)
    }
}
return \( R_c \)

\( \square \)

**Example 5.1.1** We continue examining example 4.2.4. Suppose for a local store in “Seattle”, they are only interested in the rules related with \{Location = “Seattle”\} and the confidence threshold is 70%. The mining procedure is basically three steps. First, we generate the frequent itemsets in the exact same method as used in example 4.2.4, the result is in Figure 4.4. Next, by performing Algorithm 4.2.3, five strong association rules are generated as follows:

\[
\begin{align*}
\text{Profit}(X, \text{“poor”}) & \rightarrow \text{Location}(X, \text{“Mexico”}) \\
\text{Location}(X, \text{“Seattle”}) & \rightarrow \text{Profit}(X, \text{“good”}) \\
\text{Location}(X, \text{“Seattle”}), \text{Product}(X, \text{“Carry Bags”}) & \rightarrow \text{Profit}(X, \text{“good”}) \\
\text{Location}(X, \text{“Seattle”}), \text{Profit}(X, \text{“good”}) & \rightarrow \text{Product}(X, \text{“Carry Bags”}) \\
\text{Profit}(X, \text{“good”}), \text{Product}(X, \text{“Carry Bags”}) & \rightarrow \text{Location}(X, \text{“Seattle”})
\end{align*}
\]

Finally, for each association rule, we check whether it has the item \{Location = “Seattle”\}. We find only the last four rules are what we are interested in.

Apriori+ is simple, but it can be inefficient. For example, suppose we change the constraint to \{Location = “Hong Kong”\} in the above example. We notice that after getting the frequent 1-itemsets from the Location dimension, as shown in Figure 4.4, there is no item satisfying the constraint. Obviously, all the rules derived further will violate the constraint. Therefore, from the beginning, we can conclude there is no association rule that can be generated. But using the Apriori+ algorithm, we do not do the constraint checking until we generate all the rules satisfying the thresholds. This obviously involves a lot of unnecessary processing.
The key technical challenge is that how to guarantee a level of performance commensurate with the selectivity of constraints. From the common sense, to test all the candidate itemsets for constraint satisfaction before generating association rules is the most efficient way. But this approach is not even guaranteed to be sound. Consider the intra-dimensional mining and the constraint that item \{Product = “Carry Bags”\} must be in rule, if we apply this constraint in getting frequent 1-itemsets, we can only get one frequent item, i.e., “Carry Bag”. So, we will miss all the other frequent 1-itemsets and rules. We can easily see that this way is not right. In this chapter, we will perform some analysis on the properties of constraints and try to push them as deeply as possible inside the frequent itemsets computation.

In this chapter, two kinds of constraints are discussed, i.e., \textit{anti-monotone} constraint and \textit{pre-prunable constraint}.

\section{Anti-monotone constraints}

The first property of constraints that we analyze is \textit{anti-monotonicity}. The simple description of it is that if a set \(S\) violates the constraint, any superset of \(S\) violates the constraint as well. The formal definition is as follows:

\begin{definition}
A constraint \(c\) is \textit{anti-monotone} iff for any set \(S\),

\[ S \text{ does not satisfy } C \Rightarrow \forall S' \supseteq S, \text{ } S' \text{ does not satisfy } C. \tag{5.1} \]
\end{definition}

Here, there are some examples.

\begin{example}
Constraint \(\sum(\text{Price}) \leq 100\) on intra-dimensional itemset is anti-monotone.
\end{example}

\begin{proof}
Given an intra-dimensional itemset \(I\), if \(I\) does not satisfy the constraint, it means that \(\sum \text{price}(a_i), a_i \in I > 100\). For any superset of \(I\), \(I'\), obviously, \(\sum \text{price}(a_j), a_j \in I' > \sum \text{price}(a_i), a_i \in I\). Thus, \(\sum \text{price}(a_j), a_j \in I' > 100\).
\end{proof}

Similarly, we can present and proof a lot of such anti-monotone constraints. Next let us have a look at the following anti-monotone constraint:
**Example 5.2.2** For all kinds of associations, constraint \( \text{support}(\text{itemset}) \leq \text{min\_sup} \) is an anti-monotone constraint.

We can easily see that this constraint is the minimum support constraint (also called frequency constraint). That is, if an itemset violates the minimum support threshold, so does any of its supersets. From the discussion in last chapter, we can see that this property enables the Apriori algorithm to prune away a significant number of candidate itemsets that require support computation. Motivated by the fact that the minimum support constraint is anti-monotone, we propose a question that whether we can do pruning on other anti-monotone constraints similar to Apriori algorithm. The answer is yes. First, let us give the following lemma.

\[
S, \text{ where } |S| = k, \text{ is frequent } \Rightarrow \\
\forall S' \in S, \text{ where } |S'| = k - 1, S' \text{ is frequent.} \quad (5.2)
\]

\[
S, \text{ where } |S| = k, \text{ satisfies } C_{am} \Rightarrow \\
\forall S' \in S, \text{ where } |S'| = k - 1, S' \text{ satisfies } C_{am}. \quad (5.3)
\]

From the above lemma, we can conclude that, in the similar way, other anti-monotone constraints can be incorporated into the mining algorithm with the same efficiency as the frequency constraint in the Apriori Algorithm. More specifically, if \( L_{k-1} \) consists of all the frequent \( k - 1 \)-itemsets that satisfy \( C_{am} \), then the candidate \( k \)-itemsets, \( C_k \), can be generated in exactly the same way as is done in the Apriori algorithm. Furthermore, \( C_k \) can be further pruned by checking whether each itemset in \( C_k \) satisfies every constraint in \( C_{am} \) other than the frequency constraint. Any element that violates any constraint in \( C_{am} \) is not needed for support computation.

Next we lay out the new algorithm for association mining with anti-monotone constraints. The whole algorithm is divided into two parts. The first part is to generate frequent itemsets which satisfy constraints as well, and the second part is to generate association rules satisfying \( \text{min\_conf} \) threshold. Basically there are three sub-steps in generating frequent \( k \)-itemsets \( L_k \). First, candidate \( k \)-itemsets \( C_k \) are generated, either from \( L_{k-1} \) according to Apriori property, or from the data directly.
(for $C_1$). The procedure for generating $C_k$ from $L_{k-1}$ is the same as the method we discussed in the last chapter, therefore, we do not discuss the details here. After generating $C_k$, next we prune it by checking constraints using procedure $\text{do\_pruning}$, which simply checks each itemset to see whether it complies with the constraints or not. Finally, the frequent k-itemsets $L_k$ is generated by support computation. This sub-step is also the same as what we did for the algorithms in the last chapter.

Algorithm 5.2.1 Improved mining method with anti-monotone constraints.

Input:

- A task-relevant data cube
- Thresholds: $\text{min\_sup}$ and $\text{min\_conf}$
- a set of anti-monotone constraints $C_{am}$

Output: The association rules $R$ satisfying thresholds and constraints $C_{am}$.

Method:

1. $k = 1; \ L = \emptyset$;
2. Collect the candidate 1-itemsets $C_1$;
3. Prune $C_1$ based on constraints $C_{am}$, $\text{do\_pruning}(C_1, C_{am})$;
4. Generate the frequent 1-itemsets $L_1 = \text{gen\_frequent}(1, C_1)$;
5. Repeat
   
   $k = k + 1$;
   Generate candidate $k$-itemsets $C_k$ from $L_{k-1}$;
   Prune $C_k$ based on constraints $C_{am}$, $\text{do\_pruning}(C_k, C_{am})$;
   Generate frequent k-itemset $L_k = \text{gen\_frequent}(k, C_k)$;
   $L = L \cup L_k$;
   Until $L_k$ is empty;
6. Generating association rules $R$ on the frequent itemsets $L$;
Function do\_pruning\( (C_k, C_{am}) \)
\%
Prune away those itemsets in \( C_k \) which do not satisfy
\%
constraints \( C_{am} \)
  
  for each itemset \( I \in C_k \) do 
  
    if \( I \) does not satisfy \( C_{am} \)
    
      Prune \( I \) from \( C_k \)
    
  
Function gen\_frequent\( (k, C_k) \)
\%
generate frequent \( k \)-itemset \( L_k \) from candidate \( C_k \)

\[ L_k = \emptyset; \]

  for each itemset \( I \in C \) do 
  
    compute the support for \( I \)
    
    if \( \text{support} \geq \text{min}\_supp \) then
      
        \( L_k = L_k \cup \{I\} \);
    
  
return \( L_k \);

Rationale  Based on the algorithms we discussed in the last chapter, Algorithm 5.2.1 basically adds steps to perform constraints checking. As we can see, instead of checking the constraints after we generate all the frequent itemsets, which is used in Algorithm \textit{Apriori+}, Algorithm 5.2.1 conducts the constraints checking on candidate itemsets before the support computation. The anti-monotone property guarantees that any \( k \)-itemsets satisfying the constraint must be derived from the pruned candidate \( (k-1) \)-itemsets. Thus, it can prune away a significant number of candidate sets that require support counting.

Here is an example to show how the improvement is gained using the anti-monotone property.
<table>
<thead>
<tr>
<th>product</th>
<th>price</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alert Devices</td>
<td>20</td>
</tr>
<tr>
<td>Carry Bags</td>
<td>65</td>
</tr>
<tr>
<td>Sport Wear</td>
<td>80</td>
</tr>
<tr>
<td>Tents</td>
<td>50</td>
</tr>
<tr>
<td>Water Purifier</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 5.1: The price for each product

Example 5.2.3 We continue with the example 4.2.2. Suppose we have the price information for each product in Table 5.1.

Now, we want to generate association rules with minimum support threshold as 2, minimum confidence threshold as 70% and satisfying the following constraint: the sum of the price of all the items in an itemset should be no more than 70.

From Example 5.2.1, we know that this constraint, i.e., $\sum price \leq 70$, is anti-monotone. Then, we do association mining based on Algorithm 5.2.1 as follows:

1. First, each item (product) is a member of the set of candidate 1-itemsets, $C_1$.

2. Then, from Table 5.1, we get the price for each product, check it against the constraint, and then drop “Sport Wear” from $C_1$ because its price is 80, greater than 70. The results of candidate before and after constraints checking are shown in Figure 5.1.

3. Next, we form $C_2$ using $L_1$ which consists of three 2-itemsets: \{“Alert Devices”, “Carry Bags”\}, \{“Alert Devices”, “Water Purifier”\} and \{“Carry Bags”, “Water Purifier”\}. After computing the total price for each itemset $I \in C_2$, we drop the set \{“Alert Devices”, “Carry Bags”\} because its total price is 75, greater than 70. After minimum support checking, finally, we get $L_2$. Since there is only one set in $L_2$, the procedure of generating frequent itemsets finishes.

4. Now, we generate the association rules from frequent itemsets in exactly the same way as we discussed in the last chapter. Details are not shown here.
Figure 5.1: The frequent 1-itemset in Example 5.2.3, the number in each bracket is the price associated with the product.

So far, we address the problem that how to use anti-monotone property in constraint-based association mining. The question left is that how to recognize those constraints belonging to the anti-monotone class before we can do the pruning optimization. In the following, we analyze some categories of constraints and summarize them in Table 5.2, where $S$ is an attribute of itemset or the itemset itself, $v$ is a single constant from dimensions of $S$, and $V$ is a set of such constants. The following are some simple proofs for Table 5.2.

**Proof**

1. $S = v$ is anti-monotone. Given an itemset $I$, if $I$ does not satisfy the constraint, it means that $\exists i \in I, S(i) \neq v$. For any superset of $I$, $I'$, obviously, it is true that $i \in I'$. Because $S(i) \neq v$, $I'$ does not satisfy the constraint as well.

   In the same way, we can prove that $S \geq v$ and $S \leq v$ are anti-monotone.

2. $S \subseteq V$ is anti-monotone. Given an itemset $I$, if $I$ does not satisfy the constraint, it means that $\exists i \in V, S(i) \notin V$. For any superset of $I$, $I'$, obviously, it is true
<table>
<thead>
<tr>
<th>Constraint</th>
<th>anti-monotone</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S = v$</td>
<td>yes</td>
</tr>
<tr>
<td>$S \geq v$</td>
<td>yes</td>
</tr>
<tr>
<td>$S \leq v$</td>
<td>yes</td>
</tr>
<tr>
<td>$S \subseteq V$</td>
<td>yes</td>
</tr>
<tr>
<td>$S \supseteq V$</td>
<td>no</td>
</tr>
<tr>
<td>$\text{count}(S) \leq v$</td>
<td>yes</td>
</tr>
<tr>
<td>$\text{count}(S) \geq v$</td>
<td>no</td>
</tr>
<tr>
<td>$\text{count}(S) = v$</td>
<td>no</td>
</tr>
<tr>
<td>$\text{min}(S) \leq v$</td>
<td>no</td>
</tr>
<tr>
<td>$\text{min}(S) \geq v$</td>
<td>yes</td>
</tr>
<tr>
<td>$\text{min}(S) = v$</td>
<td>no</td>
</tr>
<tr>
<td>$\text{max}(S) \leq v$</td>
<td>yes</td>
</tr>
<tr>
<td>$\text{max}(S) \geq v$</td>
<td>no</td>
</tr>
<tr>
<td>$\text{max}(S) = v$</td>
<td>no</td>
</tr>
<tr>
<td>$\text{sum}(S) \leq v$</td>
<td>yes</td>
</tr>
<tr>
<td>$\text{sum}(S) \geq v$</td>
<td>no</td>
</tr>
<tr>
<td>$\text{sum}(S) = v$</td>
<td>no</td>
</tr>
<tr>
<td>minimum support constraint</td>
<td>yes</td>
</tr>
</tbody>
</table>

Table 5.2: Anti-monotone Constraint Categories
that $i \in I'$. Because $S(i) \not\subseteq V$, $I'$ does not satisfy the constraint as well.

Nevertheless, $S \supseteq V$ is not anti-monotone. For a given itemset $I$, if $I$ does not satisfy the constraint, in another word, it means that $\exists v_1, \ldots v_n \in V, \forall i \in I, S(i) \neq v_1, \ldots v_n$. But suppose $S(i_1) = v_1, \ldots S(i_n) = v_n$, then a superset of $I$, $I' = I \cup \{i_1\} \ldots \cup \{i_n\}$, obviously satisfies the constraint.

3. $\text{count}(S) \leq v$ is anti-monotone. Given an itemset $I$, if $I$ does not satisfy the constraint, it means that $\text{count}(I) > v$. For any superset of $I$, $I'$, obviously, it is true that $\text{count}(I') > \text{count}(I) > v$. So $I'$ does not satisfy the constraint as well.

Nevertheless, $\text{count}(S) \geq v$ is not anti-monotone. For a given itemset $I$, if $I$ does not satisfy the constraint, in another word, it means that $\text{count}(I) < v$. If we get a superset $I$, $I'$, by adding enough number of items into $I$ to make it true that $\text{count}(I') \geq v$. Then, $I'$ satisfies the constraint. In the same way, we can prove that $\text{count}(S) = v$ is not anti-monotone.

4. Using the same prove procedure as the above, we can easily demonstrate the left three groups of constraints. Here, we do not give more details in the sake of space.

5. The final constraint is the min-support threshold constraint. Based on the Apriori property we discussed before, we already know that this constraint is anti-monotone.

### 5.3 Pre-prunable constraints

From the algorithm above, we can see that the optimization achievable using anti-monotone property is restricted to iterative pruning. That is, at each iteration or level of the Apriori algorithm, we can prune the candidates which require support counting according to the satisfaction with the anti-monotone constraints. On the other hand, it also means that at each iteration, we still need to generate and test these candidates. Let us discuss an example first.
**Example 5.3.1** We still take example 5.2.3. But we change the constraint to be the minimum price of all items in a itemset should be no less than 25.

According to Table 5.2, we know that this constraint, i.e., $\min(price) \geq 25$, is anti-monotone. So, we can do optimization similar to Example 5.2.3. That is, every time we get a candidate itemset $I$, we check every item $\in I$, if $\exists i \in I$ that if $price(i) < 25$, then we prune it.

If we look into this example, we can see that after the constraints checking for candidate 1-itemsets $C_1$, which is shown in Figure 5.2, any frequent $k$-itemsets $I'$ derived from $C_1$, are absolutely satisfying the constraints. So, any further checking is not necessary. This observation poses a question: whether there are some classes of constraints for which constraints checking can be done before any iteration takes place, i.e., for such constraints, we can generate all itemsets that satisfy the given constraints by avoiding the generate-and-test paradigm completely. The answer is yes. First, we formalize a notion of another constraint property: self-closed property.

**Definition 5.2 (Self-Closed)** A constraint $C$ is self-closed iff for a given $k$-itemset $I_k$, the following equation is satisfied.

$$\forall (k-1) - \text{itemset } I_{k-1} \subseteq I, \ I_{k-1} \text{ satisfies } C \Rightarrow I_k \text{ satisfies } C.$$  

Let us give an example of self-closed constraint.

**Example 5.3.2** The constraint in Example 5.3.1, $\min(price) \geq 25$, is a self-closed constraint. This is reasoned as follows. Given a $k$-itemset $I$, if $\forall (k-1) - \text{itemset } I_{k-1} \subseteq I$, the minimum price of all items in $I_{k-1} \geq 25$, then we can conclude that the minimum price of all items in $I \geq 25$ as well. Otherwise, if it is not true, it means that $\exists i \in I,$
$price(i) < 25$. Taking off one item $i_1$ from $I$, $i_1 \neq i$, to form a subset $I'$ of $I$. Then minimum price of $I' < 25$ because $i \in I'$ and $price(i) < 25$. In another word, $I'$ does not satisfy the constraint. This contradicts the premise.

\[\square\]

We should notice that although the above self-closed constraint, $min(price) \geq 25$, is also anti-monotone according to the Table 5.2, not all self-closed constraints are anti-monotone. Let us give an example.

**Example 5.3.3** The constraint $min(price) \leq 25$ is self-closed, but it is not anti-monotone.

**Proof** From Table 5.2, we know that the constraint $min(price) \leq 25$ is not anti-monotone. So, we only need to prove that it is self-closed instead. This is very straightforward. Actually, given a $k$-itemset $I$, if $\forall (k-1)$-itemset $I_{k-1} \subseteq I$, the minimum price of items in $I_{k-1} \leq 25$, based on the fact that the minimum price of items in $I$ is less than any $I' \subseteq I$, we can conclude that the minimum price of $I \leq 25$ as well.

\[\square\]

From the definition of self-closed property, there is a conclusion that after pruning once by a self-closed constraint before any further computation, the satisfaction of the constraint alone is not affected in any way by the result of the iterative candidate itemsets generation and support computation. That is, after we do the pruning on the candidate 1-itemsets by a self-closed constraint before any support computation, any itemset derived from this pruned 1-itemsets will absolutely satisfy the constraint. Now the question is how to take full advantage of self-closed property. Since the approach of directly applying self-closed property can not guarantee to be sound as we discussed in the beginning of this chapter, we explore another way by combining self-closed property with anti-monotone property. First, let us define

**Definition 5.3 (Pre-Prunable)** A constraint $c$ is pre-prunable iff $c$ is both anti-monotone and self-closed.
Then, we can easily have the fact that: if a constraint \( c \) is pre-prunable, then for any \( k \)-itemset \( I \),

\[
I \text{ satisfies } c \iff \forall (k-1) - \text{itemset } I' \subset I, \ I' \text{ satisfies } c
\]  

(5.4)

Actually, the left direction of the above equation is anti-monotone property, while the right direction is self-closed property. From the optimization point of view, this fact means that those constraints are pre-prunable, after we prune the candidate 1-itemsets \( C_1 \) before any support computation, if and only if those itemsets derived from \( C_1 \) will satisfy the constraints. It means we do not need to do any further pruning, or checking, on those pre-prunable constraints.

The following is the algorithm we lay out for association mining with pre-prunable constraints. First, candidate 1-itemsets \( C_1 \) are generated by selecting all the values from data directly. Then, we prune those itemsets from \( C_1 \) which do not satisfy the pre-prunable constraints and generate frequent 1-itemsets \( L_1 \) by support computation. Next, we do the iteration of generating candidate \( k \)-itemsets \( C_k \) from frequent \((k-1)\)-itemsets \( L_{k-1} \) by Apriori property, and generating the frequent \( k \)-itemsets \( L_k \) from \( C_k \) by support computation. This procedure is the same as the method we discussed in the last chapter. We do not discuss the details here. Finally, association rules are generated from the frequent itemsets.

**Algorithm 5.3.1** Improved association algorithm with pre-prunable constraints.

**Input.**

- A working data cube
- \( \text{min}\_\text{sup} \) and \( \text{min}\_\text{conf} \) thresholds
- a set of pre-prunable constraints \( C_{pp} \)

**Output.** The set of association rules \( R \) satisfying thresholds and constraints \( C_{pp} \).

**Method**

1. \( k = 1; \ L = \emptyset; \)
2. Collect the candidate 1-itemsets, $C_1$;
3. Prune $C_1$ based on $C_{pp}$, do_pruning($C_1$, $C_{pp}$);
4. Generate frequent 1-itemsets $L_1 = gen\_frequent(1, C_1)$;
5. Repeat
   \[ k = k + 1; \]
   Generate candidate $k$-itemsets $C_k$ from $L_{k-1}$;
   Generate frequent $k$-itemsets $L_k = gen\_frequent(k, C_k)$;
   \[ L = L \cup L_k; \]
   Until $L_k$ is empty;
6. Generate association rules $R$ on the frequent itemsets $L$;

Function do_pruning($C_1$, $C_{pp}$)
% Prune away those 1-itemsets in $C_1$ which do not satisfy
% constraints $C_{pp}$
for each itemset $I \in C_1$ do 
   if $I$ does not satisfy $C_{pp}$
      Prune $I$ from $C_1$
   
Function gen_frequent($k$, $C_k$)
% generate frequent $k$-itemset $L_k$ from candidate $k$-itemsets $C_k$
$L_k = \phi$;
for each itemset $I \in C_k$ 
   compute the support for $I$
   if support $\geq min\_supp$ then
      $L_k = L_k \cup \{I\}$;

Rationale. The basic structure of this algorithm is very similar to Algorithm 5.2.1 for anti-monotone constraints optimization. The difference between them is in the constraints checking procedure. Compared with the iterative pruning for anti-monotone
compute the support for each candidate, then generate frequent 1 itemset

<table>
<thead>
<tr>
<th>Itemset</th>
<th>Itemset</th>
<th>Itemset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>{{(Alert Decives, 25)}}</td>
<td>{{(Alert Decives, 25)}}</td>
<td>{{(Alert Decives, 25)}}</td>
</tr>
<tr>
<td>{{(Carry Bags, 50)}}</td>
<td>{{(Carry Bags, 50)}}</td>
<td>{{(Carry Bags, 50)}}</td>
</tr>
<tr>
<td>{{(Sport Wear, 80)}}</td>
<td>{{(Sport Wear, 80)}}</td>
<td>{{(Sport Wear, 80)}}</td>
</tr>
<tr>
<td>{{(Tents, 40)}}</td>
<td>{{(Tents, 40)}}</td>
<td>{{(Tents, 40)}}</td>
</tr>
<tr>
<td>{{(Water Purifier, 15)}}</td>
<td>{{(Water Purifier, 15)}}</td>
<td>{{(Water Purifier, 15)}}</td>
</tr>
</tbody>
</table>

Do pruning by constraint:
min(price) greater than or equal to 15
“Water Purifier” is pruned

<table>
<thead>
<tr>
<th>Itemset</th>
<th>Itemset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>{{(Alert Decives, 25), (Carry Bags, 50)}}</td>
<td>{{(Carry Bags, Sport Wear)}}</td>
</tr>
<tr>
<td>{{(Carry Bags, 50), (Sports Wear, 80)}}</td>
<td>{{(Carry Bags, Sport Wear)}}</td>
</tr>
<tr>
<td>{{(Carry Bags, 50), (Carry Bags, 50)}}</td>
<td>{{(Carry Bags, Sport Wear)}}</td>
</tr>
</tbody>
</table>

Generate C2 from L1

compute the support for each candidate, then generate frequent 2 itemset

Figure 5.3: The frequent itemsets in Example 5.3.4

constraints, this algorithm only performs pruning on candidate 1-itemset, and there is no any further constraints checking after this. This is because that, according to the pre-prunable property, any k-itemsets derived from the pruned candidate 1-itemsets will definitely satisfy these pre-prunable constraints as well. On the other hand, all possible k-itemsets satisfying the constraints have to be derived from the pruned candidate 1-itemsets.

□

Example 5.3.4 Let us finish Example 5.3.2, i.e., we want to generate the association rules under a condition that all items in each rule satisfy constraint \( \text{min(price)} \geq 25 \). We know that this constraint is proven to be anti-monotone and self-closed. Therefore, it is pre-prunable. Then based on Algorithm 5.3.1, the association mining is as follows with the results shown in Figure 5.3:

1. First, each item (product) is a member of the candidate 1-itemsets, \( C_1 \).
2. Then, each item price is checked against the constraint. The result is that “Water Purifier” is dropped from \( C_1 \) because its price is less than 25.
<table>
<thead>
<tr>
<th>Constraint</th>
<th>pre-prunable</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S = v$</td>
<td>yes</td>
</tr>
<tr>
<td>$S \geq v$</td>
<td>yes</td>
</tr>
<tr>
<td>$S \leq v$</td>
<td>yes</td>
</tr>
<tr>
<td>$S \subseteq V$</td>
<td>yes</td>
</tr>
<tr>
<td>$\min(S) \geq v$</td>
<td>yes</td>
</tr>
<tr>
<td>$\max(S) \leq v$</td>
<td>yes</td>
</tr>
</tbody>
</table>

Table 5.3: Pre-prune Constraints

3. Frequent 1-itemsets $L_1$ are generated by support computation.

4. Next, the candidate 2-itemsets $C_2$ are generated from $L_1$.

5. Then we compute the support for each itemset in $C_2$ and get $L_2$ with only two itemsets as shown in Figure 5.3.

6. No candidate 3-itemset can be generated from $L_2$.

7. All association rules are generated from frequent itemsets.

In the last section, we analyze some categories of anti-monotone constraints and summarize them in Table 5.2. Next, we analyze the same constraints on pre-prunable property. The result is in Table 5.3.

**Proof** Just like the anti-monotone constraints, we give some simple proof for this table.

1. From Table 5.2, $S = v$ is anti-monotone. So, we only need to prove it is self-closure. That is, given an $k$-itemset $I$, if any $k-1$-itemset $I'$ satisfies this constraint, so does $I$. Otherwise, if $I$ does not satisfy the constraint, it means that $\exists i \in I$, $S(i) \neq v$. Taking off one item $i_1$ from $I$, $i_1 \neq i$, to form a subset $I'$ of $I$. We say that $I'$ does not satisfy the constraint because $i \in I'$ and $S(i) \neq v$. This contradicts the premise. So, constraint $S = v$ is pre-prunable.

In the same way, we can prove that $S \geq v$ and $S \leq v$ are anti-monotone.
2. Also from Table 5.2, \( S \subseteq V \) is anti-monotone. Next, we prove that this constraint is self-closure as well. In another word, we need to demonstrate that given a \( k \)-itemset \( I \), if any \((k - 1)\)-subset of \( I \) satisfies the constraint, then \( I \) satisfies the constraint as well. Otherwise, if \( I \) does not satisfy the constraint, it means that \( \exists i \in I, i \notin V \). Taking off one item \( i_1 \) from \( I, i_1 \neq i \), to form a subset \( I' \) of \( I \). We say that \( I' \) does not satisfy the constraint because \( i \in I' \) and \( i \notin V \). This contradicts the premise. Therefore constraint \( S \subseteq V \) is pre-prunable.

The other entries in Table 5.2 are not in Table 5.3 simply because they are not self-closure, and not pre-prunable as well. The prove can refer to Example 5.3.3. We will not give more details.

### 5.4 Performance analysis

In this section, we will present the results of two experiments conducted to analyze the performance of the above algorithms with respect to anti-monotone and pre-prunable optimization.

The experiments were performed on a Pentium Pro 200 with 64MB of memory running Windows NT. The same databases are used as in Experiment 4.1 and 4.2. Since these two optimization techniques are affecting only the step of generating frequent itemsets, the running time referred here are the execution time within this step.

**Experiment 5.1 Anti-monotone Optimization Experiment**

First, the optimization gained by applying anti-monotone constraints optimization is examined. The experiment is run based on an intra-dimensional data cube with two dimensions: *Location* and *Production*. We also have another associated table about the price information for each product. The association mining task is as follows:

*Taking production as item dimension and location as transaction dimension, we want to mine intra-dimensional association rules with minimum support threshold 10% and constraint that the total price of items in a rule \( \leq \text{min}_\text{sum} \).*
Figure 5.4: The performance analysis with different threshold on Algorithm 5.2.1 and Apriori+.

According to Table 5.2, we know that the constraint in this mining task is anti-monotone. Two algorithms, Algorithm 5.2.1 with anti-monotone optimization, the other one based on Algorithm Apriori+ without anti-monotone optimization, are executed on this same task. Fourteen different values of $\text{min\_sum}$ are applied: \{8, 9, 10, …21\}. Intuition tells us that the smaller of the threshold $\text{min\_sum}$ and the more candidates can be pruned when performing anti-monotone optimization, so the better Algorithm 5.2.1 should demonstrate. Figure 5.4 shows the performance results. The numbers above each curve represent the numbers of itemset pruned in each algorithm with different thresholds.

Analysis We can see that the curve complies with our expectation quite well. Generally Algorithm 5.2.1 outperforms the Apriori+. When $\text{min\_sum}$ becomes larger, the difference between these two algorithms becomes less. When $\text{min\_sum} = 22$, no itemset can be pruned in the whole procedure, in which the two curves approach very close. When $\text{min\_sum} = 8$, a large part of itemsets can be pruned before frequency computation, Algorithm 5.2.1 is much better than the other one.
Figure 5.5: The performance analysis with different threshold on Algorithm 5.3.1 and Apriori+.

**Experiment 5.2 Pre-prunable Optimization Experiment**

Next, we conducted another experiment on the optimization gained by pre-prunable constraints optimization. The experiment is run based on the same cube as in Experiment 5.1. The association mining task in this experiment is:

*Taking Production as item dimension, Location as transaction dimension, we want to mine intra-dimensional association rules with minimum support threshold 10% and constraints that the minimum price of items in a rule ≥ min_price.*

According to Table 5.3, we know that the constraint in this mining task is pre-prunable. Two algorithms, Algorithm 5.3.1 with pre-prunable optimization and Apriori+, are executed on this same task. Ten different values of min_price are applied: \{1, 2, \ldots, 10\}. We can easily conclude that the bigger the min_price and the more candidates can be pruned when performing pre-prunable optimization, the better Algorithm 5.3.1. Figure 5.5 shows the performance results.

**Analysis** We can see that Algorithm 5.3.1 is really better than the Apriori+.
When the $\text{min\_price}$ threshold is small enough that almost all item prices are higher than the threshold, these two algorithms show almost the same performance because for Algorithm 5.3.1 with pre-pruned optimization, the size of candidate 1-itemset is not reduced after pruning against the pre-prunable constraints, then the further computation is not saved.
Chapter 6

System Implementation

In the previous several chapters, we mainly focused on the association rules mining techniques, discussing several problems in this topic and described our algorithms. From system implementation point of view, there are lots of issues and interesting topics as well, such as how to design a user friendly interface, how to mine multi-level association rules, how to specify various constraints, how to represent the mining result in a visualization way etc.

In this chapter, based on our implementation, we will introduce the user interface and the visualization of association rules mining.

6.1 Interface

Our association mining system is an on-line analytical mining system, which integrate both on-line analytical processing and association mining algorithms. This integration demonstrates a very powerful functionality, flexibility, usability and performance.

- Mining Various Association Rules

In many cases, users want to generate various rules within the same mining system. We design a GUI(shown in Figure 6.1) to conveniently guide users to do various association mining. In the figure, the dimensions involved in the mining task are listed in the left side, for example here, we are interested in
the association rules along two dimensions: Location and Product. There are two parts in the right side. The upper part can be used to specify the type of rules to be mined, and the lower part is to specify the transaction(group-by) dimension used in intra-dimensional and hybrid association mining. If we only want to do inter-dimensional association rules mining, we just click Next button to go ahead. Otherwise, we can use this page to perform intra-dimensional or hybrid association mining, as shown in the following two examples.

![Mining Wizard - Group By](image)

**Figure 6.1:** GUI page for various association rules mining

**Example 6.1.1 Mining Intra-dimensional Association rules**

Now, we want to generate intra-dimensional association rules within Product dimension, taken Location as the transaction dimension. What we do is to pick up Location dimension into the group-by list-box in the GUI, put Product dimension into the upper list box and check in the associated check-box. The check mark means that this dimension is the item dimension in intra-dimensional association mining and is repetitive in the resulting rules.

**Example 6.1.2 Mining Hybrid Association rules**
Suppose, we want to generate hybrid association rules within three dimensions: Location, Product and Quantity, taken Product dimension as the item dimension and Location as the transaction dimension. Then, originally, there should be three dimensions in the left side list-box in the GUI. Then, we pick up Location dimension into group-by list-box, put the Product and Quantity dimensions into the upper list-box and check the check-box associated with Product dimension.

- Mining multi-level association rules

In many applications, since it is difficult to find strong associations among data at the primitive abstraction levels due to the sparsity of data in multi-dimensional space, and also on the other hand, many strong associations discovered at rather high concept levels are common sense knowledge. So, users may want to mine associations at multiple levels of abstraction. Our system provides a convenient way to do association mining in multiple levels. As shown in Figure 6.5, at the top of the main window, there is a toolbar with two combo-boxes. With this tool, user can select the desired dimension and specify desired level for the dimension. Here is an example.
Example 6.1.3 Mining multi-level association rules

Suppose we are now performing inter-dimensional association mining among two dimensions: Location and Product. First, we choose Location at the country level, only one rule is output as shown in Figure 6.4. If we want to look into the higher level of Location, by selecting the region level as the current level of Location dimension, we get three rules as the output, as shown in Figure 6.5.

Figure 6.4: Mining in the country level of Location dimension

Figure 6.5: Mining in the region level of Location dimension
• Constraint-based association mining

On-line analytical association mining requires fast response upon data mining requests whereas most mining requests are constraint-based. This requires mining not only be performed with a limited scope of data, confined by queries and/or constraints, but also adopt efficient, constraint-based data mining algorithms. We use a constraint pushing technology in our system to optimize this procedure, so that the whole system is very fast and efficient. Since the lack of time, we only implemented a part of constraints discussed in Chapter 5, but based on the careful design of data structure, it is easy to hook up other constraints into the system. In the interface part, we provide two GUI pages for specifying the constraints, such as the dimensions and the number of items required to be in the rule, the values limited for a dimension and if desirable, we can detail the constraints into rule body and head. Here, we will give some examples.

Example 6.1.4 Constraints on dimensions

Suppose we want to do inter-dimensional association mining among four dimensions: Location, Product, Quantity and Cost. And we are only interested in those rules related to the Location dimension. Using the GUI page shown in Figure 6.1, we put the Location into the upper list-box in the right side which means that Location must be shown in the rule. We can also limit the size of rule at the same time. For example, we want to get all rules with less than or equal to three items. Then, we put the string “<= 3” into the edit box in the upper-left side in the GUI, shown in Figure 6.6

If what we are interested are only those rules related to the Location = “United States”, then we can specify this constraint in another page obtained by clicking the “Constraint” button in the current GUI page, as shown in Figure 6.7.

Example 6.1.5 Constrains on rule BODY and HEAD
Continuing the above example, now, we want *Location* dimension only appeared in the head of the rule with the value "*United States*", and we want *Quantity* dimension shown in the body of the rule with the value "*0.00 100.00*". Also, we limit the size of the rule body should be less than or equal to 2. Then using the two GUI pages, we can perform constraints specification as shown in Figure 6.8 and Figure 6.9.

### 6.2 Association rules visualization

Visualization tools allow users to work in an interactive environment with ease in understanding the rules. In our system, we implemented three kinds of visualization tools to view the mining results: tabular view, ball graphical view and bar graphical view.

In the tabular view of association rules, all strong rules are represented in a tabular table (*rule table*) with each tuple corresponding to a rule. There are five columns in the rule table: body of the rule, the implication symbol, head of the rule, rule support and confidence. All the rules can be displayed in different order, such as order by head,
Figure 6.7: Interface for specifying constraints on dimension values

body, support or confidence. This helps users have a clearer view of the rules and locates a particular rule more easily. The tabular view is very suitable for representing large number of rules with varied length, and easily understood. The Figure 6.10 gives an example of this kind of visualization. 

Although the tabular view is good and scalable, sometimes users may have to view the rules from different aspects. For example, now we want to have a comprehensive view of the relationship between rules and items. In this case, the tabular view is not very convenient, since an item is repetitively appeared in the rule table as long as it is contained by a rule. Based on this requirement, our system provides two kinds of rules visualization tools. One is ball graphical display and the other is bar graphical display.

As shown in the Figure 6.11, there are two components in the ball visualization, the ball and the line connecting two balls with an arrow. Basically, the ball represents frequent 1-item and each line represents one rule. The arrow of line points to the head of the rule. Furthermore, the width of the arrow corresponds to the support of the rule, whereas the width of the arrow head corresponds to the confidence. Correspondingly, in the bar visualization tool, as shown in Figure 6.12, each rule is represented as a
Figure 6.8: Interface for specifying constraints on dimension BODY and HEAD

bar at the conjunction of its head and body item. The rule support is height of the bar, and the rule confidence is represented by the color of the bar.

From the figures, we can see that the graphical visualization gives a more clear and vivid view of the rules and items. But limited by the graphical software which is used to implement the visualization, this method can only be used for small size of rules.
Figure 6.9: Interface for specifying constraints on dimension BODY and HEAD values

<table>
<thead>
<tr>
<th>Body</th>
<th>Implies</th>
<th>Head</th>
<th>Supp (%)</th>
<th>Conf (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 category(x) = &quot;Camping Equipment&quot;</td>
<td>====&gt; quantity(x) = 0.00−100.00</td>
<td>22.9</td>
<td>99.505</td>
<td></td>
</tr>
<tr>
<td>2 cost(x) = 10.00−500.00</td>
<td>====&gt; quantity(x) = 0.00−100.00</td>
<td>25.0</td>
<td>81.105</td>
<td></td>
</tr>
<tr>
<td>3 region(x) = &quot;United States&quot;</td>
<td>====&gt; quantity(x) = 0.00−100.00</td>
<td>26.0</td>
<td>80.507</td>
<td></td>
</tr>
<tr>
<td>4 revenue(x) = 0.00−1000.00</td>
<td>====&gt; quantity(x) = 0.00−100.00</td>
<td>55.5</td>
<td>80.202</td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.10: Tabular visualization of association rules
Figure 6.11: Ball graphical visualization of association rules

Figure 6.12: Bar graphical visualization of association rules
Chapter 7

Conclusion and Future Work

In this thesis, we performed a comprehensive study on association rules mining, proposed several algorithms with detailed discussion and experimental results. In this chapter, we will conclude with a summary of this study and propose some future research directions in this field.

7.1 Summary of research

The goal of this thesis is to propose the solution to the problem of generating association rules in large data warehouse. The research reported in this thesis proposes and develops an interesting approach, called on-line analytical mining of association rules, which integrates the recently developed OLAP (on-line analytical processing) technology with efficient association mining algorithms. It covers a few interesting studies on the issues including discovering different categories of association rules, measuring rule interestingness, and optimizing mining with different constraints.

- First, an architecture for association mining was proposed in Chapter 3. Different from other architectures based on a flat relational table structure, this is an OLAP-based architecture which integrates the data warehouse, OLAP technologies and association mining algorithms together. Data warehouse serves as a data store with integrated historical data, materialized data cube, meta data,
etc. OLAP technologies act as the interface between data and mining task. It is the essential part in efficiently dealing with large data sets by providing data cube structure, enriched and efficient functions to play with data cube. And finally, association mining algorithms is to generate the desired rules complying with users's requirement.

- Three sub-problems of mining association rules are covered in Chapter 4, that is, mining intra-dimensional, inter-dimensional, and hybrid rules. A layer-by-layer method is adopted. We first generate frequent 1-itemset, then 2-itemset, ..., until no more frequent itemsets can be found. An important property, the Apriori property, is used to reduce the size of candidate itemsets. Detailed algorithms are provided for each category with some discussions on the efficiency issue. Furthermore, for inter-dimensional association mining, another algorithm without the Apriori property is also presented. The discussion and performance analysis show that in the case of sparse data set and large number of dimensions, the algorithm with the Apriori property is more efficient, while in the case of dense data set, the latter is better.

- In this thesis, we designed a method based on the OLAP technologies to perform multi-level association mining in different abstract levels on the concept hierarchy. Several approaches of setting the minimum support threshold are compared. Based on the discussion, we recommend to use a reduced support threshold method in which the threshold is progressively lowered down when mining touches deeper levels of abstraction. It can help user generate sufficient meaningful associations at low levels but keep the rules to be generated at high levels sufficiently interesting.

- Some study on the rule interestingness measure are conducted at the end of Chapter 4. A simple and efficient method based on the chi-square property is proposed.

- In Chapter 5, the constraint-based association rules mining was discussed. We analyzed two important constraint properties: anti-monotone and pre-pruning.
Anti-monotone constraints are used to prune candidate itemsets in each iteration, while pre-pruning constraints are used to prune candidate 1-itemset and any further k-itemset derived from the pruned 1-itemset automatically satisfies the constraints as well. The performance showed that the improved algorithms integrating these properties were much more efficient.

We should notice that all algorithms in this thesis rely on the manipulation of data cube that has been an active research topic for recent several years. The advantages of using such data cube structure is listed in Chapter 3. In general, multi-dimensional data warehouse and OLAP technologies facilitate the selection of dimensions and abstraction levels conveniently and efficiently. This makes “the ability to mine anywhere” realistic. The implementation of the DBMiner system shows that this OLAP-based approach presents great advantages over many existing algorithms in terms of both flexibility and efficiency.

7.2 Discussion and future work

During our previous discussion on the on-line analytical association mining, we always assume that a fully materialized cube can be built for the mining task. In real application, there are many cases that such a cube can not be stored on disk when the number of dimensions is large and the cube size is too big. In this case, only some subcubes are materialized. Then, a data mining method can take advantage of these materialized subcubes to speed up the mining process. In this situation, more researches are needed to be done including how to build the cube index, how to get the support for candidate itemset from the materialized subcubs, and how to generate those frequent itemsets which are not materialized, etc.

In this thesis, for the interestingness measure of association rules, we proposed a method based on the simple chi-square property. From recent study, some other methods have been explored with more predictive power to generated association rules. Further work can be done in this part on how to integrate those methods with OLAP technologies to get better results.
Also, for the interface part, we feel that our implementation is limited, although from the algorithm of view, the power of our association rules module is beyond the current interface. On the other hand, different visualization tools can help user understand the rules in various respects. Thus, a better interface and integration with more visualization tools is more and more important in the future.

Another issue of concern is the constraint-based association mining. In this thesis, we only discussed some simple categories of constraints, that is, anti-monotone and pre-pruning. In reality, there are many other constraints which do not fall into these two categories and are more complex. How to perform optimization with these constraints is a big research issue in the future. Moreover, Extended work on this can be defining a unifying template for association mining and a general language to design templates for the extraction of arbitrary association types.
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