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M ti ti & A hMotivation & Approach
 In a service-oriented computing environment …p g

 Services are constructed through composition and delegation
 Risks arise due to compositions and delegations 
 Attackers can also use service composition and delegation Attackers can also use service composition and delegation

 Approach
 Use agent-oriented modeling  to represent the service environment, Use age t o e te o e g to ep ese t t e se v ce e v o e t,

including attackers
 Automatically generate all possible attack routes using a Knowledge 

Base and Rule SetBase and Rule Set
 Prune attack routes space by 

 Evaluating their feasibility
A i k b bili Assessing attack costs, probability

 Generate counter-measures to defend high-risk attack routes (future 
work)
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O tliOutline
 Motivations and Approach
 Service Security Modeling Framework
 Analysis Methody
 Example 
 Related Work Related Work
 Conclusion and Future Work
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Service Security Modeling Framework 
( )(SSMF)

 Service Security extension of the i* framework
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Securit Related Concepts in SSMFSecurity Related Concepts in SSMF
 A = set of actors
 S = set of services

 MA = {m1 m } is a set of MaliciousMalicious Actors MA  {m1, …, mn} is a set of MaliciousMalicious Actors.
 AT MA×S×A, is a set of AttackAttack relations. 
 OB S×S is a set of ObstructObstruct relations OB S×S, is a set of ObstructObstruct relations.
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A l i PAnalysis Process

 Service environment modeling
 Attack goal identification

We focus 
on this 
step !!

 Reasoning from attacker’s viewpoint *
 Attack identification and assessment

 Focusing on Availability only
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R l S t
MActor(m) ∧Service(s) ∧Service(anti-s) ∧Service(os) ∧
require(m, anti-s) ∧ know(m, obstruct(s, os)) Rule Set q ( ) ( ( ))
=> or-decomposition(anti-s, os) ∧ add(know(m, obstruct(s, 
os)), set)

Rule 1: Attack Strategy Identification
 If the malicious actor knows about a service, like os, which can obstruct the service s, then os is a 

concrete way to accomplish “anti-s”concrete way to accomplish anti s .

Rule 2: Attack Decomposition
 if his anti-service is not satisfied, he may decompose the anti-service into finer grained anti-

services in the same way that the target actor decomposes the target serviceservices in the same way that the target actor decomposes the target service. 

Rule 3: Attack Delegation
 If the attacker discovers that an actor in the service environment provides 

h i d i h h k ’ i hthe required services that meet the attackers’ requirements, he can 
delegate those services to the actors.

Rule 4: Satisfaction Propagationp g
 For or-decomposition: if one of the subservices has been satisfied, then the 

parent-service would be satisfied as well. 
 For and-decomposition, if all of the sub-services have been satisfied, then p

the parent-service would be satisfied.
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A Web Attack ExampleA Web Attack Example



That is the person who
Modeling the Service Environment 

That is the person who 
have relevant domain 

knowledge. Generally, he is 
a security experta security expert.

The actor 
can provide
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can provide 
the service



Now consider the AttackerNow consider the Attacker
 Attack Goal Identification

The actor 
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requires the 
service



R i f Att k ’ Vi i tReasoning from Attacker’s Viewpoint

The service is 
under attack from 

an attackerStep1 Build initial model of target service
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an attackerStep1. Build initial model of target service



St 2 G l fi t tt k idStep2. Goal refinement on attacker side

Or 
decomposition

And 

decomposition

decomposition

 Apply Rule 2:Attack Decomposition
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 Apply Rule 2: Attack Decomposition 

Decompose attacker goals until they can be met



Step3. Relate anti-goals to attack tasks through 
k l d i KBknowledge in KB

 Apply Rule 1:Attack Strategy Identification
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 Apply Rule 1: Attack Strategy Identification

Attacker got knowledge from domain experts or other sources, stored in KB



Step 4. Delegate and evaluate the attack tasks

 Apply Rule 3: Attack Delegation
 A l R l 4 S ti f ti P ti Apply Rule 4: Satisfaction Propagation

14 Evaluation is through binary logic in AND/OR tree



St 5 R t ll lt ti tt k tStep 5: Repeat on all alternative attack routes …
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Are the risks high enough to take defensive measures?g g
Do attack cost and probability assessment

P  = probable
I = improbable
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C l iConclusion
 Security analysis is more complicated in the service 

i d i i i denvironment due to service compositions and 
delegations. 
 Focusing on goals and goal refinements within a single actor Focusing on goals and goal refinements within a single actor 

is not enough

 We use Service Security Modeling Framework 
(SSMF, an i* extension) to model services, attackers, 
and attack routes.

 We automatically generate the attack routes using 
rules and KB. 
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Li it ti d F t W kLimitations and Future Work

 Develop rules to automatically discover countermeasures
 Include non-security goals; trade-offs with countermeasures.
 Include integrity and confidentiality goals, and define related 

rules.
Sh h l d l ff h Show how automation greatly reduces analysis effort when 
services change.
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