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Abstract—Global software development is rapidly becoming the norm for technology companies. Previous qualitative research

suggests that distributed development may increase development cycle time for individual work items (modification requests). We use

both data from the source code change management system and survey data to model the extent of delay in a distributed software

development organization and explore several possible mechanisms for this delay. One key finding is that distributed work items

appear to take about two and one-half times as long to complete as similar items where all the work is colocated. The data strongly

suggest a mechanism for the delay, i.e., that distributed work items involve more people than comparable same-site work items, and

the number of people involved is strongly related to the calendar time to complete a work item. We replicate the analysis of change

data in a different organization with a different product and different sites and confirm our main findings. We also report survey results

showing differences between same-site and distributed social networks, testing several hypotheses about characteristics of distributed

social networks that may be related to delay. We discuss implications of our findings for practices and collaboration technology that

have the potential for dramatically speeding distributed software development.

Index Terms—Global development, collaboration, delay, speed, awareness, informal communication.
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1 INTRODUCTION

COMMUNICATION and coordination issues in large soft-
ware engineering projects have always been formidable

(e.g., [5], [9]). Increasingly, engineers and managers must
add the challenges of coordinating work across sites,
spanning national, language, and cultural barriers (see,
e.g., [6]). Driven by market and resource requirements, the
push toward globalization has generated a wide variety of
problems for software developers [24].

Previous research [21], [23] suggests that cross-site
communication and coordination issues cause a substantial
loss of development speed. In this paper, we investigate
relationships among delay, communication, coordination,
and geographic distribution of work, in order to shed light
on the possible mechanisms responsible for introducing
delay. Further, we discuss how the understanding achieved
from this empirical research informs the development of
tools and practices to improve distributed development.

In the remainder of this introduction, we review
literature on geographically distributed engineering work
and how it differs from colocated work and conclude with
our specific research questions. In the following section, we
describe our empirical methods. Then, we present new
results on communication patterns across and within sites
and results showing the relationship of distributed work,

delay, and other important variables. Finally, we draw out

the implications of these observations for achieving success

in distributed work and conclude the paper.

1.1 Communication and Distance

In sharp contrast to the popular image of software

developers as relatively introverted and isolated, they, in

fact, spend a large proportion of their time communicating.

For example, in an empirical study of time use by

developers in a large software engineering organization,

Perry et al. [39, p. 41] reported that “one of the most salient

impressions conveyed by observation was the sheer amount

of time each developer spent in informal communication.”

The developers in their study spent an average of 75 minutes

each day in “unplanned interpersonal interaction.”
In an eight-month study of a medium-sized telecommu-

nications software project [22], an analysis of time sheets

indicated that about 50 percent of time was spent in “group

work” (meetings and unplanned work-related discussions)

during the first month, and this level dropped fairly

steadily until only about 10 percent of time was spent in

group work during the last month. Design activities, in

particular, seemed to require a very large proportion of

collaborative work.
In contrast to the frequent interaction of colocated work,

there is very convincing evidence that the frequency of

communication generally drops off sharply with physical

separation among coworkers’ offices and that the sphere of

frequent communication is surprisingly small. T. Allen [3],

in a study of engineering organizations, reported that, when

engineers’ offices were about 30 meters or more apart, the

frequency of communication dropped to nearly the same
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low level as people with offices separated by many miles.
Kraut et al. [27] found similar results for scientists.

These findings are particularly troubling in rapidly
evolving, high technology environments, where the com-
petitors, products, standards, and customers routinely
create a demand for significant, unforeseen changes
throughout the development cycle. In organizations with
rapidly changing environments and “unstable” projects,
informal communication is particularly important [16], [28].
For example, as requirements change, it is hard for the
formal mechanisms of communication, such as specification
documents, to react quickly enough. Often, news of change,
its significance, and its potential impact is propagated
informally and very quickly among the development staff.
Under such conditions, the pattern of lateral communica-
tion across sites should be particularly important.

Research showing the importance of informal commu-
nication has lead to a variety of technologies designed to
stimulate casual conversation among workers at different
sites. These technologies have included video [1], [11], [15],
[35], audio [25], and text [7]. To this list, we must now also
add instant messaging, a technology that is beginning to
infiltrate the work place (e.g., [26], [34]).

These observations about communication and distance
also highlight the importance of understanding the depen-
dencies among the various kinds of work involved in
software development [17]. In a study of six software
engineering organizations, Grinter et al. [18] observed four
different ways of organizing work across sites that evolved
within a single global corporation. Each represented an
attempt to minimize requirements for cross-site commu-
nication in the context of particular types of product
architectures and mechanisms for coordinating work. There
are also indications, from a study of an automotive
engineering group, that, where possible, engineers will try
to reduce the coupling of distributed work [36].

In a case study of a software engineering organization
spread across several sites, Herbsleb and Grinter [21]
investigated how the organization used a number of
mechanisms, including plans, processes, and interface
specifications, to coordinate the distributed work. Each
mechanism, however, was vulnerable to imperfect foresight
and unexpected events, which required substantial com-
munication to coordinate activities and renegotiate commit-
ments. Despite the need for communication, there was a
nearly total absence of informal, unplanned communication
across sites.

The difficulties of knowing who to contact about what, of
initiating contact, and of communicating effectively across
sites led to a number of serious coordination problems.
Among these problems were unrecognized conflicts among
the assumptions made at different sites and incorrect
interpretation of communications. The most frequent
consequence of cross-site problems was delay in the
resolution of work issues. By delay, we mean the additional
time it takes to resolve an issue when more than one site is
involved. So, for example, if a part of the design or code
needs to be changed, or if someone needs a better
understanding of how some part of the product works,
people at more than one site may need to be involved in

information exchange, negotiation, and so on, in order to
find a solution. Such issues arise very frequently in software
development.

Qualitative studies (e.g., [21], [18]) have shown how
individuals are disrupted by cross-site coordination chal-
lenges. But, questions remain about the cumulative effects,
for example, how distance affects the speed with which
software engineering tasks are accomplished, and how
distance is related to other important variables that
influence speed, such as the size of a task, or the number
of people involved. In addition to being important research
questions, these are critical pragmatic issues as businesses
become more globally distributed. Speed to market is a
critical success factor for new products (e.g., [10]).

In this paper, we use three independent sources of data
to examine the effect of distributed work on speed and then
examine a number of properties of distributed versus same-
site communication that may account for these differences.
Finally, we discuss the implications of these findings for
tools to address these communication issues.

1.2 Research Questions

This paper reports a study of two geographically distrib-
uted organizations that pays particular attention to the
effects of geographic distribution on delay in the develop-
ment life cycle. We also examine the patterns and quality of
communication in order to shed light on possible causes of
delay.

Does distributed work introduce delay, as compared to
same-site work? Previous research suggests that working
across sites introduces substantial delay because of reduced
communication, difficulty in finding the right person and
establishing contact, as well as having an effective colla-
borative session. We examine quantitative data comparing
the time required for similar same-site and distributed
software work items.

What factors influence the time interval required to
make a software change? What role, if any, does spreading
work across multiple sites play in lengthening this
interval? Assuming that there is an association between
distributed work and longer intervals, there are many
distinct ways in which working across multiple sites might
introduce this delay. By modeling the time interval required
to make a software change, we extract evidence helpful in
determining the nature of the relationship and what causal
mechanisms are plausible.

What differences are there between same-site and
distributed social “networks” and their effectiveness?
One of the possible causes of multisite delay is the difficulty
of communication and coordination inherent in distributed
work. In order to begin to understand this issue, we address
several basic questions about communication within a site
and how it differs from communication across sites. For
example, what is the relative size of local and distributed
social networks? Is there a perception of greater misunder-
standing of tasks, priorities, plans, and changes across sites?

To what degree is work at the different sites inter-
dependent? Does interdependence diminish over time?
This is an important question because it may be that
software organizations split across sites are able to quickly
rearrange their work assignments so as to minimize
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interdependencies. In fact, there is some evidence that this
happens on occasion [36]. If it is generally the case that
problems of geographic distribution are only temporary,
then one should merely look for ways of surviving this state
and moving through it more quickly. On the other hand, it
is often quite difficult to rearrange work assignments
among sites because of the location of experts in particular
disciplines and location of physical resources. If work
remains highly interdependent across sites, then one either
needs to find ways to make distributed work more effective,
find new ways to reduce interdependence, or both. To
examine trends in interdependence, we have developed a
measure of the coupling of work.

2 SITES AND METHODS

In this section, we describe the sites of study, including some
background on the products built. We also discuss how the
work is divided among sites. We conclude with a descrip-
tion of the methods used to analyze and collect the data.

2.1 Sites

We chose two departments of the company to study. Both
work in complex areas of telephony, where the market
requirements and standards are changing rapidly. This
makes coordinating the development work extremely
difficult and subject to continuous change. In addition,
their products compete in an aggressive market, which
brings extreme time pressures to development work.

Department A has four locations, one in the United
Kingdom (UK), one in Germany, and two in India. The
number of people grew over the period of the study, but
averaged about 40 at the UK site, 75 in Germany, and 30 in
India. These sites exchange information frequently and
make decisions that require cross-site synchronization. The
German site had existed for a number of years as part of
another company before being acquired by Lucent about a
year before this study began. The people there had
considerable experience working together on similar sys-
tems. They developed much of the software that was closely
connected to the hardware (they were colocated with
hardware design), participated in architecture work, and
had responsibility for network test. The UK site had only
existed for about three years and, thus, had no existing
relationships to any other Lucent site. The UK site was
colocated with product and project management and was
responsible for most of the architecture work and for
application software. One Indian site was also about three
years old. The other was a software contractor, not actually
a part of Lucent, but it had worked with the German and
UK sites for several years. The contractor developed
software in highly circumscribed areas deemed not within
Lucent’s core competencies. The Lucent site, during the
period of this study, was primarily working on perfor-
mance testing and enhancement. With the exception of
having only restricted access to the Lucent intranet, the
contractor site participated fully in projects, in ways
indistinguishable from Lucent sites.

Department B has two locations that are relevant to this
study, one in the Midwestern US and one in Ireland. The
Midwestern site, which averaged about 30 people, has been

in the company for many years and has had fairly close
working relationships with other US sites, but had not
previously worked with the Irish site. It designed and built
software for two major components, one that was a
modification of a previous product and another that was
a next generation version of a similar component. The Irish
site was relatively new, having existed for only about three
years and averaged about 60 people. For its entire existence,
it has collaborated on various projects with other sites in
Europe, Asia, and the US. It was responsible for all other
components, as well as most architecture work.

Department A and Department B worked on different
network elements for a telecommunication system. There
was no overlap in sites or personnel between the depart-
ments. The software built in the two departments was also
quite different, in that Department A built software closely
related to real-time processing and switching of calls, while
Department B built software for network monitoring,
maintenance, and administration, which was much more
focused on interfaces with other network elements and
human-computer interfaces.

2.2 Methods

Our results draw on modification requests from the change
management system and survey data.

2.2.1 Data Generated by Change Management System

Like many software development organizations, both
departments we studied used a change management (CM)
system to organize and track their development work.
CM systems typically provide mechanisms for versioning
the code and some ability to manage concurrent changes in
a structured way. CM systems track development work by
correlating the actual changes in the code with requests to
make those alterations. In the development organizations
under study, the basic tracking unit is called the Modifica-
tion Request (MR), which is a request to incorporate a
specific functionality into the software. Some MRs ask for
new functionality, others ask for specific problems to be
fixed. All development work in both organizations was
done within the framework of an MR, using Sablime2 to
track changes and ClearCase2 to provide version control.

Modification requests are generated either when pro-
blems are identified or when new features are requested.
These MRs are reviewed by a change control board (CCB),
which determines which requests will be accepted, the
priority of accepted requests, and the most appropriate
person to whom to assign the request (whom we will call
the MR owner). If the MR owner cannot complete the MR
on their own because they do not have needed expertise or
authority to make all of the needed change, the owner is
responsible for identifying and recruiting appropriate staff.

The software used for tracking MRs automatically
collects several valuable types of data. It establishes a
record for each MR of who made the request, the date the
request was made (or “opened”), and each change (“delta”)
that is made to the code base in order to fulfill the request.
For each delta, it records the login of the person submitting
the code and the time, size, and date of the submission.
Large, complex MRs typically have many deltas, whereas
small, simpler MRs have only a few, or even just one delta.
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MRs are the basic unit of work in this software
development. Moreover, MRs and their equivalents in
other CM systems are pervasive in most software develop-
ment work. By performing simple calculations on the
MR data, it is possible to derive several important measures
(e.g., [33]), described below.

2.2.2 Survey

We conducted two surveys, both in Department A.
(Unfortunately, we were not able to survey Department B
because of organizational changes.) In November 1998,
117 employees located in Germany and the UK were invited
to complete a Web-based questionnaire. Most of the
workers were software engineers, with some managers
and some administrative support personnel. In June 1999, a
second administration of a similar survey was undertaken.
In all, 160 employees in Germany, the UK, and two sites in
India were invited to take this survey.

The first questionnaire1 consisted of 68 items and the
second had 65. Both included questions covering demo-
graphics, patterns of communication, working relation-
ships, coordination, information exchange, and language.
The respondents provided two answers for most questions:
one with regard to local coworkers and the other with
regard to distant coworkers. Many identical questions were
included in both administrations of the survey. There were
some deletions and additions, however, in order to drop
questions that did not seem useful, to measure new
variables, and to refine our measurements of others.

The surveys were administered in English in the UK and
India. A German language version was produced using
back translation techniques and was available for German
speakers. Both versions were pilot tested with members of
the organization being studied.

Overall, 98 of 117 surveyed employees completed the
first questionnaire, for a response rate of 83 percent.2 Across
the four sites, 160 employees were invited to participate in
the second wave survey. We obtained usable responses
from 96 individuals, for a response rate of 60 percent.3

3 RESULTS

3.1 Delay

We have two different measures of delay that allow us to
compare single-site work with distributed work and to
validate different measures against each other. One mea-
sure is derived from our second survey, which included the
following two questions:

. How many times in the past month was your own
work delayed because you needed information,
discussion, or a decision from someone at your site
or another site?

. What was the average length of the delays you
experienced before acquiring the needed informa-
tion, having the discussion, or being informed of
the decision by the person from your site or the
other site?

For each question, the respondent answered by supplying
one number for “local site” and another number for “distant
site.” Of the 92 respondents, 39 reported at least one delay in
the past month for the local site and 48 reported at least one
delay for the remote site. Averaged over all 92 respondents,
the mean number of local delays was 2.1 delays per month
and the mean duration was .9 days. For cross-site delays, the
mean number was 1.9 delays per month and the mean
duration was 2.4 days.

In order to test the significance of the differences in
number and duration of local and remote delay, a paired
observation t-test was performed on a square root
transformation of the data.4 The difference between the
number of delays (local versus remote) was not signifi-
cant (t = 0.1758, df = 91, not significant). The difference,
however, in duration (local delays versus remote delays)-
was statistically significant (t = 2.5079, df = 91, p < 0.02).
In summary, while there is no significant difference in the
number of delays reported, their duration does vary
significantly with delays crossing sites taking almost a
day and a half longer than single site cases.

We see similar findings in the MR data. We extracted all
of the “single-site” MRs, i.e., where everyone involved in
the MR (the person who made the request and all the
people who carried out the work of making the change)
resided at one site, and compared them with the
“distributed” MRs, which involved at least two sites. The
average single-site MR in Department A took about five
days to complete, from the time the work began (first delta)
until the last change was made (last delta). (We refer to this
period of time as the “MR interval”). In contrast, MRs
which involved more than one site took 12.7 days, more
than 2.5 times as long, to complete. The difference is
statistically significant (p < 0.001) using a t-test.

The story is remarkably similar in Department B, except
that overall MR intervals were longer, and the absolute
differences between single-site and distributed MRs were
greater. The average MR interval for a single-site MR was
about seven days. In contrast, MRs that involved more than
one site took 18 days to complete. Again, we see an MR
interval for distributed MRs that is approximately 2.5 times
the single-site interval. Again, the difference is statistically
significant (p < 0.001) using a t-test.

3.2 Modeling MR Interval

To understand potential mechanisms by which distributed
work might introduce delays, we used statistical modeling
techniques to build a model of the MR interval. We began
by using only data from Department A, reserving data from
Department B for the purposes of replication. None of the
following analyses were performed on Department B data
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until the analysis of Department A data was completed and
submitted for publication [23]. We followed this procedure
in order to avoid the pitfalls of a post hoc analysis. In effect,
we used Department A data for exploration and initial
confirmation of hypotheses and Department B data for
independent confirmation.

We selected a number of change measures that could be
related to the MR interval (see [33]).

. Number of people. We expect that the MR interval may
increase with the number of people involved (a
person opening an MR or making a delta) in the
change because of potential communication and
coordination issues.

. Diffusion. We expect that diffuse changes spanning
large parts of the system would take longer to
complete than localized changes, so we chose the
number of modules touched by the MR (i.e.,
modules containing files that were changed) as the
measure of diffusion.

. Size. We expect that larger changes are more likely to
take more time to complete, and we chose the
number of delta to represent the size of the change.

. Time. We selected the time of the first delta as a time
covariate to control for any time-related factors such
as business environment and software release cycles.

. Bug fix. We expect that bug fixes (as estimated in
[31]) might have a different interval than other MRs.

. Severity. We included an indicator of high severity of
an MR as a measure of priority (because the priority
was not recorded). We expect that high severity MRs
would be resolved faster.

. Distributed. Finally, we expect that distributed
changes (involving people from more than one site)
would take longer than single-site changes.

Due to extremely skewed distributions, we performed a
natural log transformation of MR interval, size, diffusion,
and the number of people. The Tables 1 and 2 present the
results of an analysis of 2,227 MRs, representing all changes
made to the software in Department A from July 1997 to
July 1999. The correlations among the variables are shown
in the Table 1 (asterisks indicate log transformations).

The Table 2 shows the results of a multiple regression of
all the predictor variables on interval (asterisks indicate log
transformations).

The coefficients indicate that number of people, size, and
diffusion significantly increase MR interval. The MR

interval also increases with time and decreases with
severity. Surprisingly, given all other factors, distributed
MRs do not have significantly longer intervals than single-
site MRs. A replication of this model using data from
Department B also did not show an effect for distributed
versus same-site MR intervals, given all the other factors in
the model. We now turn to several hypotheses and a
statistical modeling technique more able to capture all of the
relationships among the important variables in order to
better understand the full picture.

There are several possible explanations for our unex-
pected finding that the distributed versus same-site factor
did not predict MR interval in our regression model:

. Large changes take longer to implement and also are
more likely to involve multiple sites.

. Changes touching many modules take longer to
implement and also are more likely to involve
multiple sites.

. Distributed changes require participation of a larger
number of people, which, in turn, introduces delay.

To investigate these hypotheses and to illustrate relation-
ships among variables in our model we used graphical
modeling techniques (see, e.g., [13], [40]). Fig. 1a shows the
result of stepwise fitting of graphical Gaussian (otherwise
known as covariance selection) models with threshold
p-value of 0.0001. Again, the skewed variables were
transformed. The resulting model contains only links that
have high values of deletion deviance. Deletion deviance is
the amount by which residual deviance increases if the link
is removed from the model. Deletion deviances have
approximately Chi-square distribution with one degree of
freedom. The deletion deviances in the figure are very high,
indicating very high significance of the relationships in the
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model. The significance should be interpreted cautiously, of
course, as in any technique involving model selection.

The model fit is determined by the difference of
deviances between the fitted and saturated model. The
absent links represent zero partial correlations, so there are
28 parameters representing all possible partial correlations
in a saturated model between the eight variables we are
considering. The saturated model, of course, has zero
deviance, while the independence model (no links present)
had a deviance of 3,697 with 28 degrees of freedom, and the
model shown in Fig. 1a had a deviance of just 49 with 13
degrees of freedom (there are 15 links in the model). This
indicates the model is a very good fit.

The nodes in Fig. 1 represent variables and links
represent significant relationships among them. We use
partial correlations, rather than sample correlations, to
show the strength of these relationships between variables
in the model. A partial correlation between variables X1 and
X2 differs from a conventional sample correlation in that
partial correlations show the strength of relationship
between two variables given values of all other variables
that are directly connected to X1 or X2 in the model (see
definition, in, e.g., [40]). The black color indicates positive
partial correlations, while gray indicates negative partial
correlations. The thickness of a link shows its significance.
The two numbers next to a link show the deletion deviance
and the partial correlation. The variables that are not
directly connected in the graph are independent given
values of the other variables to which they have links in the
model. We refer to such variables as not directly related.

Fig. 1 shows that the variables directly related to the
MR interval, from most to least significant, are number of
people, diffusion, and size. It also shows that compared to
single-site MRs, distributed MRs tend to be associated with
more people (and also have a slight tendency to increase in
number over time and to be associated with bug fixes rather
than new features).

Two of the plausible indirect relationships between the
distributed character of work and MR interval would
appear to be ruled out by this model. In particular, the
hypothesis that large changes take longer to implement and also
are more likely to involve multiple sites is not supported by the
analysis. Similarly, the hypothesis that changes touching
many modules take longer to implement and also are more likely
to involve multiple sites receives no support. The multisite
variable does not have a significant partial correlation with
either size or diffusion.

The model is consistent, however, with the third
hypothesis that distributed changes require participation of a
larger number of people, which, in turn, introduces delay.
Distributed changes are strongly related to the number of
people who work on an MR, which, in turn, is strongly
related to MR interval. It appears that splitting work across
sites slows the work down primarily because it requires the
involvement of more people than comparable work accom-
plished all at one site. To make sure that this trend is not
simply caused by the fact that distributed MRs must involve
at least two people (and single-site MRs occasionally
involve only one person), we fitted a graphical model
excluding single-person MRs. The resulting model still
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indicated number of people as the most significant partial
correlation for MR interval, and multiple sites as the most
significant partial correlation for the number of people.

3.3 Replication

After this analysis for Department A was complete, we
explored the generality of our findings by replicating the
analysis on MR data from Department B. This department
made a good comparison because it differed on many
dimensions, as we mentioned in the previous section. Both
shared some similarities, of course, since they resided in the
same company. But, Department B involved different
people, different sites, and a different type of software.
Given these differences, the developers in the two depart-
ments tended to have rather different skills, different
processes, and used different tools. Moreover, the distrib-
uted work in B involved coordination between a US and a
European site, rather than among European and Asian sites.
In order to see if the results are likely to hold up in a broad
range of conditions, it was useful to have a department that
differed in marked ways from our original data source.

The Table 3 shows the correlations among the
variables for Department B, computed on the basis of
4,974 MRs, which represent all of the changes made to
the software in Department B from July 1997 to July 1999
(as before, asterisks indicate log transformations).

A multiple regression of all variables on the interval
again showed, as for project A, that after taking all other
variables into account, whether the project was distributed
did not have a significant effect on interval. (The full
regression results contain no further insights, and are
omitted in order to conserve space.) Fig. 1b shows the
result of applying the same graphical modeling technique
described in the previous section, i.e., a stepwise fitting of a
graphical Gaussian model, using a threshold p-value of
0.0001. As before, the skewed variables were transformed.
We chose MRs from the same range of dates as in the
analysis of Department A MRs, to control for potential
differences in business environment. The independence
model had a deviance of 8,296 with 28 degrees of freedom
while the fitted model had deviance of 79 with 16 degrees of
freedom (there are 12 links in the model). With respect to
the results of interest, the similarity to the results obtained
with data from Department A is striking.

Fig. 1b shows that the variables directly related to
MR interval, from most to least significant, are size, number
of people, diffusion, and time. It also shows that the

variable with the most significant relationship to the
number people who work on the MR is whether the MR
is distributed. The proportion of distributed MRs in this
case tend to decrease over time. Also, and at first rather
puzzling, MRs of comparable size tend to take less time if
they are more diffuse. Further examination of the data
shows that this effect comes primarily from very large MRs.
This may indicate bottlenecks when only one part of the
system with a limited number of experts needs very large
modifications.

While there are several differences in the significant
relationships in the Fig. 1 graphs, the relationships that bear
on our hypotheses are essentially identical. As in Depart-
ment A, two of the plausible indirect relationships between
the distributed character of work and MR interval would
appear to be ruled out by this model. In particular, the
hypothesis that large changes take longer to implement and also
are more likely to involve multiple sites is not supported by the
analysis. Similarly, the hypothesis that changes touching
many modules take longer to implement and also are more likely
to involve multiple sites, receives no support. The multisite
variable does not have a significant partial correlation with
either size or diffusion.

As before, the model is consistent only with the third
hypothesis, i.e., that distributed changes require participation of
a larger number of people, which, in turn, introduces delay.
Distributed changes are strongly related to the number of
people who work on an MR, a variable that, in turn, is
strongly related to MR interval. As in Department A, it
appears that splitting work across sites slows the work
down primarily because it requires the involvement of more
people than comparable work accomplished all at one site.
The similarity between the relevant parts of the graphical
models indicates that the discovered relationships might be
quite general and fundamental to distributed work.

Next, we examine differences between same site and
distributed work in terms of social networks, communica-
tion, and coordination. These results provide additional
understanding of the relationship between delay, number
of people required to accomplish a change, and geographic
distribution.

3.4 Social Networks: Distributed Communication,
Cross-Site Attitudes

The mechanisms by which software engineers coordinate
work may be rendered less effective as they operate across
distance. In this section, we first describe several ways in
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which we hypothesize that distributed social networks are
less effective than same-site networks, both because of
communication patterns and because of attitudes that
distant workers have toward each other. We then present
data from two administrations of a survey that bear on our
hypotheses. Finally, we describe specific mechanisms by
which less effective social networks can require involve-
ment of more people in order to resolve an MR.

3.4.1 Hypotheses—Social Networks Less Effective

Distributed social networks may be less effective than local
social networks in the following ways:

H1: Distributed social networks are much smaller than
same-site social networks.

H2: There is much less frequent communication in
distributed social networks compared to same-site social
networks.

H3: People find it much more difficult to identify distant
colleagues with needed expertise and to communicate
effectively with them.

H4: People at different sites are less likely to have a common
view of priorities than are people at the same site.

H5: People at different sites are less likely to perceive
themselves as part of the same team than are people at
the same site.
We now turn to an analysis of survey data that focus on

these hypotheses. As noted above, all survey data came
from Department A. We organize the results by their
relevance to the hypotheses above.

3.4.2 Results from Survey

H1: Distributed social networks are much smaller than

same-site social networks.
In order to get a rough estimate of the size of local and

remote social networks, we asked people to

(S2) Consider an average week. How many different people
do you typically interact with at work during the course
of the week from your <local, remote> site?5 (t = 12.4036,
df = 77, p < .0001).

(Questions labeled S1 appeared on the first survey, S2
appeared on the second.) As we expected, the results were
quite different for local and remote sites. The mean for local
was 16.0 and for remote 4.9. This difference is highly
significant.

We also asked people to identify up to 10 people they
communicate with at their local and remote site:

Consider your most important current project. Select up to
10 coworkers involved with this project who are located at
<your site, any other site>.

The wording of this question differs from the previous

one—rather than asking about all of the people the

respondent interacts with, we asked only about people

working on the same project. We then counted up the

names mentioned in order to get another comparison of the

size of local and remote networks. The mean for local site is

7.6 and for remote site it is 4.8. As before, they report a

significantly larger number of people at the local site than

the distant site (t = 7.3684, df = 91, p-value < .0001).
These observations tend to support H1.

H2: There is much less frequent communication in

distributed social networks compared to same-site social

networks.

In the item where we asked our respondents to identify

other people in local and remote sites they communicate

with, we also asked them about the frequency of commu-

nication for each person. If we simply count up the number

of local people and distant people, across all respondents,

who fall into each communication frequency category, we

produce the distribution shown in Fig. 2. The results of the

two surveys are quite similar, showing much more frequent

communication with local colleagues.
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Fig. 2. Distribution of all people respondent communicates with, number

of people by frequency of communication, surveys 1 and 2.



Respondents communicate with the majority of their

local colleagues at least once a day. They communicate with

the majority of colleagues at other sites, however, less that

once a week. Communication with others at distant sites are

much less frequent, and, of course, are much more likely to

be conducted via e-mail, phone, and conference bridge,

rather than face to face.
These results tend to support H2. The results described

so far tend to indicate only that there are fewer opportu-

nities to communicate with remote colleagues as compared

to local colleagues. Next, we present results from several

addition questions designed to try to identify some of the

effects of this reduced level of communication.

H3: People find it much more difficult to identify distant

colleagues with needed expertise and to communicate

effectively with them.
We asked about the difficulty of identifying and finding

people at local and distant sites:

(S1) I lose time trying to figure out who to contact regarding
my work. (t = 4.44, df = 66, p < .0001).

(S1, S2) People I need to communicate with are difficult to
find. (S1: t = 2.82, df = 67, p = .006; S2: t = 2.59, df = 68, p = .01).

There was a significant difference in responses for

remote and local sites, with a much greater tendency to

believe that people at remote sites were more difficult to

find and to contact.
We also asked several questions designed to assess the

extent to which important information flowed through the

communication network, and about inadequacies and

barriers:

(S1) I often get useful work-related information through
casual conversations (t = 5.44, df = 64, p < .0001).

(S1) There have been times when I was accidentally
excluded from information which was shared by my
coworkers (t = 3.56, df = 61, p = .0007).

(S2) My coworkers provide timely information about
changes in current plans (t = 6.3, df = 91, p < .0001).

Again, the differences in responses across sites were

highly significant and in the direction suggesting better

communication within a single site. These results tend to

support H3.

H4: People at different sites are less likely to have a

common view of priorities than are people at the same

site.
We asked questions in order to determine what kinds of

misunderstandings about priority and scheduling of tasks

that may have arisen locally and across sites. Interestingly,

we found no evidence for greater cross-site misunderstand-

ing. Questions probing these issues revealed that workers

were no more likely to perceive disagreements about task

priorities or about the clarity of task assignments among

distant colleagues that for local colleagues:

(S2) There is disagreement about task priorities. (t = 1.09,
df = 91, not significant).

(S2) When work is assigned, everyone is clear about his or
her task. (t = 1.62, df = 91, not significant).

These results do not provide support for H4. There does

not appear to be a perception that the priority of tasks is

different across sites.

H5: People at different sites are less likely to perceive

themselves as part of the same team than are people at the

same site.
We asked several questions designed to discover

whether developers at different sites felt as though they

were really a team. Presumably, a feeling of common team

membership can provide a strong bond that will motivate

people to undertake tasks on behalf of other team members.

We asked them to think about their most important current

project as they answered the following questions:

(S1, S2) I feel like I’m part of the same team as my coworkers.
(S1: t = 6.8833, df = 74, p-value < .0001; S2:, t = 6.0778, df = 91,
p-value < .0001).

(S2) I feel accepted by my coworkers as a team member.
(t = 3.9402, df = 91, p-value < .0001).

(S2) My coworkers and I share the same team spirit.
(t = 5.9862, df = 91, p-value < .0001).

The answers for all three questions tend to indicate

substantially less of a team feeling among those at different

sites. We also asked whether people feel motivated to solve

problems in ways that benefit everyone:

(S1) During meetings, my coworkers and I do our best to
produce mutually beneficial solutions to problems.
(t = 2.3844, df = 70, p-value = 0.01).

We also asked a general question designed to ascertain

how readily people believed they could work with those

from another site:

(S1) My coworkers and I have work styles that fit well
together. (t = 3.1812, df = 71, p-value = 0.001).

A related issue is how people respond to an overloaded

colleague, i.e., are they willing to go “above and beyond” to

help out when needed:

(S2) I assist my coworkers with heavy workloads, beyond
what I am required to do. (t = 1.05, df = 91, not significant).

The results show no significant difference in answers

between local and remote. But, we also asked:

(S2) My coworkers assist me with heavy workloads, beyond
what they are required to do. (t = 6.26, df = 91, p < .0001).

For this question, the respondents reported a sizeable,

highly significant difference between the help offered by

their (more helpful) local and (less helpful) remote

colleagues. The contrast in these two answers is quite

intriguing. While people report that they assist local and

remote colleagues equally, the same people report they are

much more likely to receive assistance from local than

remote colleagues.
The data support H5. There is substantial evidence that

cross-site relationships, compared to same-site relation-

ships, have less of a team orientation and are less oriented

toward mutual benefit.
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3.4.3 Less Effective Social Networks Require More

People in Order to Perform the Work

In the previous section, we saw several specific ways in

which cross-site social networks differ from local networks.

There are several ways that these differences can lead to the

participation of more people in distributed MRs. It is

important to note that by “more people,” we mean more

people who leave traces in the CM system. This measure is

taken from the MR data and the CM system only records

participation of those who originate MRs or who contribute

deltas. If people are involved only in other ways, e.g., giving

advice, helping to locate experts, and so on, their participa-

tion is not recorded.

In the organizations under study, as we mentioned

above, the initial assignment of work on an MR is made

formally, by the change control board, to a particular

individual we call the MR owner. In many cases, the

MR owner requires the work of others in order to complete

the MR. These further work assignments are in general

handled informally. The MR owner locates people with the

needed expertise and requests that they provide needed

information or that they add the work to their own

schedules. If the MR owner does not succeed in securing

the needed assistance in this direct, informal way, he/she

must escalate the request through the management chain.
Given this general way of recruiting technical resources

for MRs, it is clear that the informal process relies on social
networks. There are several ways in which the specific
properties of cross-site social networks may lead to
involvement of more people in resolving an MR. We
describe six possible mechanisms below. In each case, we
indicate the hypotheses that describe the specific properties
of cross-site social networks that are involved in the
mechanism. (There are other possible explanations, invol-
ving conflicting priorities, that we do not propose because
H4 was not supported.)

. H1, H2, H3. Since it is more difficult across sites for
an MR owner to identify and contact the person or
persons whose expertise best matches the need, the
MR owner will often recruit other people, each with
imperfectly matched expertise. Thus, distributed
MRs are likely to require more people in order to
tap all the expertise needed to complete the MR.

. H1, H2, H3. Through the relatively constant com-
munication with local colleagues, one is much more
aware of the work going on locally and in a much
better position to ask questions when the need
arises. This makes it much more likely that one will
avoid making changes that conflict with code
written and maintained locally. It is harder to avoid
creating conflicts with code developed and main-
tained at other sites. More conflicts are introduced,
and additional people often get involved in order to
resolve the conflicts.

. H1, H2, H3. It is more difficult for the MR owner to
receive an informal consultation with an expert. MR
owners, with some effectively rendered advice from
an expert, may be able to quickly perform more of

the work him/herself. (Recall that this type of
consultation by the expert does not increase the
number of people as we’ve measured it—people
were counted only if they actually made changes.)
When such consultations cannot be arranged, or if
they do not convey sufficient information, the
MR owner must ask the expert to add the work to
his/her schedule and actually make the changes.
Since this involves requesting and scheduling the
expert’s time, it is a slower process that also involves
more people committing changes to an MR.

. H1, H2, H3. We assume that people who commu-
nicate more frequently are more likely to understand
each other clearly. Given that assumption, it will be
more difficult to communicate requests clearly
across sites, often resulting in incomplete or incor-
rect changes. This requires additional people to
complete the work.

. H5. If a request is made by an MR owner who is not
really considered part of the “team,” the person
whose time is requested may be reluctant to place
the request ahead of other scheduled work. Other,
less qualified people who happen to be available,
each of whom may have only part of the required
expertise, are more likely to become involved in
order to complete the MR.

. H5. Rather than refusing outright to help, distant
staff may feel less motivated to respond to requests
from other sites and may be less likely to fully and
diligently complete the work. Participation of addi-
tional people is required to complete the work.

We view these explanations as plausible, given the
support for the relevant hypotheses, but they are clearly

speculative. They are best viewed as the bases for
hypotheses to be tested in future work.

In this section, we have examined the properties of
distributed social networks and plausible mechanisms that

explain why they appear to function in a way that requires
more people than same-site networks. For all of these

mechanisms, we would expect that if sites are able to
become more independent over time, the delay problems
would be reduced. In the next section, we use change

management data to look at trends in interdependence of
sites.

3.5 Interdependence of Sites

Overall interdependence. Fig. 3 shows the interdependence of
the work across sites, as measured by the proportion of

distributed MRs to all MRs, plotted as a function of time.
Since the work within an MR is tightly coupled, the

proportion of distributed MRs can be used as a measure
of the coupling of the work across sites. Overall, about
16 percent of the coding in Department A occurs in MRs

that are split across sites. The remaining 84 percent occurs
in single-site MRs. The work in Department B is much more

tightly coupled across sites, varying from 24 percent to
45 percent of MRs being distributed.

As Fig. 3 shows, Department A appeared to increase

substantially in interdependence over time, as the propor-
tion of distributed changes increased from about 12 percent
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to about 23 percent. The fractions of distributed changes

significantly increased over time (p < 0.001 using logistic

regression with predictor time and response indicator of

whether the MR is distributed across locations). Depart-

ment B shows a somewhat different picture, with a higher

overall level of interdependence but no clear linear trend.
The most important point is that it does not appear that

either department reduced the interdependence among

sites in any consistent way. The interdependence remains at

high levels over the periods for which we have data, i.e.,

2.5 years for Department A and 3.5 years for Department B.

Cross-site communication and coordination issues appear

to be enduring problems in both departments.

4 CONCLUSIONS

In this section, we describe how our results bear on our

original research questions, and we suggest specific tools

and practices that hold potential for addressing the

problems we identified. It is important to keep in mind

that these results might differ for organizations that

distribute work across sites in different ways (e.g., [18]),

or that use other business arrangements, such as out-

sourcing. The possible effects of such arrangements are

open questions for future research.

4.1 Addressing Our Research Questions

Does distributed work introduce delay, as compared to

same-site work? The answer would appear to be “yes, but

indirectly.” Both the survey data and the MR data from two

organizations indicate that work that spans sites takes

longer than work that does not cross sites. The fact that all

sources of data indicate substantial cross-site delays

increases our confidence in this result. Two independent

analyses of MR data, taken from different organizations,

with different people, different locations, and building very

different kinds of software, show remarkable similarity in

all relevant respects. In particular, they show that dis-

tributed MRs require an interval of about 2.5 times longer

than an MR where all the work is at a single site. Survey

data, in which developers are asked about the relative

length of same-site and cross-site delays, produces yet

another confirmation of this result.

What factors influence the time interval required to

make a software change? What role, if any, does spreading

work across multiple sites play in lengthening this

interval? Graphical models showed that size, diffusion,
and number of people were all directly related to
MR interval, in data taken from both departments. In both
cases, there was no direct link between MR interval and the
distributed character of the work.

The results from both MR analyses have clear implica-
tions about mechanisms that could produce the delay. The
much longer interval for distributed work seems clearly not
to be a side effect of distributed changes being either larger
(number of deltas) or more complex (number of modules
touched). Rather, more people tend to be involved in
distributed work than in comparable same-site work, and
the involvement of more people has a powerful influence
on the MR interval. This suggests that distributed commu-
nication, coordination, and/or social networks may differ
from their single-site counterparts in a way that requires
more people to participate, thereby introducing delay.

What differences are there between same-site and

distributed social “networks” and their effectiveness?

We identified several differences, including very large
differences in the size of the communication network and
the frequency of communication. These characteristics
apparently led to a very restricted flow of information
across sites, creating greater difficulty in finding people and
reducing the likelihood of obtaining useful information
from them. The nearly complete lack of informal, “water
cooler” conversation appears to have the consequence that
people know much less about what distant colleagues are
doing, who has expertise in what area, what the current
status of plans is, and so on. In general, it seems that there is
relatively little understanding of the overall “context” or
background information at distant sites.

There is substantial evidence that distant colleagues feel
less “teamness,” experience some conflict in work styles
and report that their distant colleagues are less likely to help
out when workloads are especially heavy. The lack of
“teamness” presumably reflects the fact that distance
interfered with the usual stages by which individuals
become coherent groups or teams. McGrath [29], for
example, speculated that teams forced to communicate
primarily through technology, rather than face to face, will
have a more difficult time with the “middle” stages of a
task, i.e., stages involving solutions for technical issues and
resolving conflicts among people. We often heard devel-
opers mention, in particular, that both complex technical
issues and contention presented difficulties when they
arose with distant colleagues.

While it is plausible that these characteristics are a result
of the differences between same-site and distributed
communication, there are many other factors that could
also contribute to this. In particular, the respondents in
different locations have different cultural backgrounds,
different work histories, are sometimes native speakers of
different languages, and are likely to have somewhat
different training. The evidence presented here does not
allow us to determine the cause of the lack of “teamness,”
but one hypothesis for future work is that the attenuated
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communication across sites contributes to this. One could
rule out many of the cultural factors, for example, by
examining teams distributed among sites within the same
country, by examining relationships of those who have ex-
patriot assignments with their local colleagues, and by
following distributed groups over time as cross-site com-
munication is enhanced by introducing new tools and
practices.

These differences between same-site and distributed
social networks could, in several specific ways we
identified, force the involvement of more people in a
distributed MR.

To what degree is work at the different sites inter-
dependent? Does interdependence diminish over time?
We use the proportion of MRs that involved people at more
than one site as a straightforward measure of interdepen-
dence. In the departments we observed, the change data
showed an increasing trend toward site interdependence in
Department A and no clear linear trend in Department B.
This runs counter to some observations in the literature
(e.g., [36]), where distributed work was spontaneously
rearranged to make it less closely coupled. This may reflect
constraints about where the relevant expertise is, the
addition of new people and sites that must be given some
of the work even if the coupling to other work is tighter
than one would like, or it may reflect a tendency of a
software architecture to deteriorate over time so as to limit
the ability to isolate changes to particular parts of the
product [14].

Regardless of the reasons, in the organizations in this
study, high levels of interdependence were maintained for
the entire 2.5 - 3.5 years, showing no consistent reduction.
This suggests that reducing interdependence, when it is
possible at all, will require the application of some novel
strategy. It also suggests that distributed work is a chronic
condition. Substantial investment in tools, practices, and
perhaps other types of solutions may be justified if the
organization desires faster cycle times.

In this section, we have discussed how the data we
presented addressed the research questions we posed at the
outset. In the next section, we draw out the implications of
our findings for the design of tools for distributed work.

4.2 Speeding Global Collaboration

There are a number of hints in the data about the kinds of
practices and technologies that might be effective in
reducing MR interval. In this section, we discuss two
primary strategies one might pursue. The first is to avoid
the problem. Ideally, one might locate all development
resources at one site. But, this will often not be an option
simply because of where experts are located, because
various market requirements make it impossible, or
because there is insufficient technical staff available.
Assuming that locating all development at one site is not
an option, there are ways to decouple the work at the
different sites so that they can operate more independently
from one another. The second strategy is to use practices
and technology to facilitate communication across sites in
order to approximate the properties of same-site social
networks in distributed social networks. Presumably, one
would focus on goals such as facilitating frequent informal
communication, helping to identify experts, and making it

easier to initiate effective communication with a distant
colleague.

4.2.1 Optimally Splitting Work across Sites

There are a number of ways that a software organization
can split work across sites [18]. For example, some
organizations hand off work to other sites after completing
certain process steps, e.g., handing off a design to another
site for coding, or handing off a partially tested product for
further stages of testing. Other organizations may develop a
core product at a central site and customize it locally for
various markets. Yet another strategy divides the product
according to its structure and develops various product
parts at different sites, resulting in an organizational
structure that mirrors the product structure [21], [8], or
product features [12]. These different strategies can be
expected to be more or less effective, depending on a
variety of circumstances [18].

For those many organizations that split the work along
the lines of product structure, considerations of modular
design are extremely important [38], in order to isolate the
effects of changes. It is possible to use the change history to
minimize the interdependence of work at the various sites.
Mockus and Weiss [32] have developed an algorithm for
selecting parts of the product that could be most easily
moved. A similar algorithm could be used to compare
several alternative distributions of the product proposed on
other grounds.

4.2.2 Increasing Communication

As we pointed out in the introduction, there have been
many studies of the behavior of developers (e.g., [39], [22]),
and all of them tend to show that much time is spent in
communication, both in relatively “formal” scheduled
meetings, as well as in hallways and the offices of
colleagues. As long as people are colocated, it seems that
people’s natural gregarious tendencies can be relied upon to
disseminate information about expertise, context, status,
workloads, urgency, availability, and a host of other
subtleties that are critical to effective communication and
coordination. When teams and organizations are split apart,
much of this is lost, to their great detriment.

There are many tools that could be used to restore this
communication channel. The organizations described in the
study made much use of telephone and e-mail, but this
seemed insufficient, as the data showed. Additional forms
of text-based communication, such as instant messaging
[34] and MUD rooms [7] have proven to be an effective
means of communication in scientific and business settings.
We introduced an instant messaging and group chat tool in
both of the departments studied here. The tool was adopted
and regularly used by some groups, and not at all by others.
An analysis of the content of group chat indicates that it was
primarily used for work-related, rather than purely social,
conversation [19]. It also tends to be much less intrusive
than a telephone since receiving an instant message does
not create such a jarring interruption, and answering can be
deferred to a convenient time.

While some groups warmed quickly to group chat and
instant messaging, many others did not [20]. People enjoy
chatting in the hall, but it doesn’t seem like “work,” so, if
the opportunity is taken away by distance, there does not
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seem to be a compelling and legitimate reason to find a
substitute. Moreover, the alternatives are admittedly some-
what awkward. It takes a while before a newcomer is
comfortable “chatting” with an instant messaging tool. This
combination of factors, i.e., the lack of perceived need and
the initial awkwardness, can be a powerful deterrent.

In addition to communication tools, there are practices
that have proven effective in increasing communication. For
example, sending individuals to other sites in the role of
liaison has often proven effective, e.g., [4].

4.2.3 Finding Experts

In general, developers have difficulty finding the experts
they need (e.g., [2]) and, as we found in the current study,
the problem is greater when the needed expertise is at a
distant site. There is relatively sparse communication across
sites and correspondingly few opportunities to learn who
does what, who has what expertise, and to be aware of
where they are now. There is relatively little opportunity to
learn in depth about the expertise of those at other sites.

It is possible to obtain descriptions of each person’s
expertise, then make them available in some way. In our
experience, this is relatively ineffective because such
descriptions are very difficult to construct in a common,
meaningful vocabulary and because they are very difficult
to maintain. We adopted a different strategy, using change
history data to identify who has worked on what kinds of
things, hence, who has the needed expertise. We developed
and deployed a tool that uses this strategy called
Experience Browser [30], which provides a visualization
of the CM system and is designed to make it easy to find
and contact an appropriate expert.

4.2.4 Awareness

Instant messaging applications have a secondary function,
in addition to allowing the exchange of messages. They give
the user an indication of whether a person is available. One
can discover, for example, that a particular user is logged on
to the server. Often one can also see how long the person’s
machine has been idle, which may indicate such things as
whether the person is in a meeting.

Shared calendars can also play a central role by letting
people at other sites know where someone is, when they
might be free and even who they have been meeting with
[37]. We have had a similar experience, deploying a Web-
based calendar tool in the development organization. It is
receiving heavy use, i.e., thousands of hits per month.

Judicious use of presence awareness technology has the
potential to substantially lower the difficulty and frustration
associated with contacting a remote colleague. One can
often time one’s communication, for example, for a moment
when someone is available to reply. Someone’s “arrival”
online may also serve as a memory trigger, reminding the
user of a deferred conversation one ought to have with the
recently “arrived” colleague, as often happens in hallway
conversation.

5 CONTRIBUTION

We presented an analysis of modification request data
showing a relationship between distributed development

and the number of people involved, as well as a relationship
between the number of people and the MR interval. A
replication of the analysis on data from another organiza-
tion showed these same relationships. We believe this may
reveal a fundamental relationship between distributed
work, social networks, and delay. Our survey responses
have helped to pin down the specific ways in which
distributed networks are less effective than same-site
networks. We have also speculated on several ways in
which these specific deficiencies could lead to delay, which
paves the way for further research in this area.

We have also provided an example of empirical research
that combines several sources of data for cross-validation
and to further explore issues raised by the initial studies.
We show the practical importance of the findings for
collaborative development by describing implications for
tools and practices directed toward the specific problems
we identified.

We believe that a deep understanding of the issues of
global development is critical for the success of today’s far-
flung software organizations. We should not forget, how-
ever, that distances far short of those studied here have a
profound effect on communication [3], [27]. In general,
people 30 meters apart communicate no more frequently
than those separated by oceans. One can only suspect that,
if significant progress can be made on the problems of
global development, many of those solutions can be applied
to greatly improving development spanning a campus,
different floors, or even a long corridor. We believe the goal
of collaborative software development should be to create
for the team a “virtual 30 meters”—to make it as simple,
natural, and straightforward to stay in contact and to
collaborate with one’s team, wherever located, as it is now
for colleagues occupying adjacent offices.
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