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Abstract—Image mosaicking can be defined as the registration of two or more images that are then combined into a single image.

Once the images have been registered to a common coordinate system, the problem amounts to the definition of a selection rule to

output a unique value for all those pixels that are present in more than one image. This process is known as image compositing. In this

paper, we propose a compositing procedure based on mathematical morphology and its marker-controlled segmentation paradigm. Its

scope is to position seams along salient image structures so as to diminish their visibility in the output mosaic even in the absence of

radiometric corrections or blending procedures. We also show that it is suited to the seamless minimization of undesirable transient

objects occurring in the regions where two or more images overlap. The proposed methodology and algorithms are illustrated for the

composition of satellite images minimizing cloud cover.

Index Terms—Mathematical morphology, image compositing, seam, watershed transformation, segmentation, mosaicking, remote

sensing.
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1 INTRODUCTION

IMAGE mosaicking (also called image montage [13] or image
stitching [11]) can be defined as the registration of two or

more images that are then combined into a single image. It
is of interest to numerous applications in various fields such
as remote sensing, astronomy, microscopy, ophthalmology,
and, more recently, digital photography and video record-
ing. Registration deals with the geometric alignment of
scenes taken from different viewpoints and/or by different
sensors [43]. Once the images have been registered, they are
assembled so as to create a scene having a field of view
corresponding to the union of the field of views of the input
scenes. The assembling of the individual registered images
must address the problem of determining how the pixels
belonging to regions visible from more than one scene (i.e.,
overlapping domains) should be represented. This problem
is usually referred to as image compositing [30]. The
composition of two or more images may generate geometric
and radiometric discontinuities along the line where two
separate images abut. This line is called a seam or cut line.
Geometric discontinuities are usually caused by approx-
imations of the registration method and, in the context of
remote sensing, the orthorectification procedure to suppress
parallax errors due to relief and tilt. Radiometric discre-
pancies are due to variations of one or more parameters of
the image acquisition process such as sensor type, view-
point, and acquisition time. For instance, in satellite remote
sensing, even a slight variation of the latter parameter may
lead to different atmospheric and illumination conditions.
Furthermore, dynamic processes occurring at the level of
the observed scene may also create radiometric and
geometric discontinuities.

An ideal compositing algorithm should automatically
output seamless mosaics both in the geometric and radio-
metric sense. This goal is not easy to achieve and, therefore,
has motivated considerable research efforts since the very
beginning of digital image processing. Historically, image
compositing predates the birth of digital image processing
since it was originally performed by pasting together
photographic prints manually cut along carefully chosen
seam lines [25], [42, chapter 12]. One of the first published
algorithms for digital image compositing is credited to
Milgram [27]. He defined the seam point along each line of
the overlapping domain between two images as the point
minimizing the sum of the gray-level differences between
the left and right images, the sum being carried out over a
fixed number of pixels on each side of the considered point.
An enhanced approach is put forward by the same author
in 1977. First, pixel-by-pixel differences are computed in the
overlapping domain. The seam through the difference
image is then defined as a least-cost path. This path is
determined by analyzing the successive lines of the over-
lapping domain. Consequently, every line contains one and
only one seam pixel reducing thereby the set of possible
shapes of the seam line. Davis [14] suggests a similar
approach where the least-cost path is computed with
Dijkstra’s algorithm [16]. This procedure is also adopted by
Efros and Freeman [17] and referred to as the minimum-
error boundary cut.

Peleg [29] proposed removing seams in a photomosaic
by calculating a seam-eliminating function that imposes the
gray-level differences on each side of the seam to be null.
However, this assumption is too strong because it does not
hold if the seam is located along an edge between two
regions of different gray levels. Burt and Adelson [10]
advocate the use of a multiresolution scheme (also called
pyramid) whereby the images are first decomposed into a
set of band-passed images by applying Gaussian filters of
increasing size. Resulting component images are mosaicked
using a weighted average with a transition zone that is
proportional in size to the wavelengths represented in the
band. Finally, these band-pass mosaics are summed to
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generate the desired image mosaic. This multiresolution

blending technique performs much better than direct

blending of the original images within the regions of

overlap. In this latter case, the width of the transition zone

of the blending function is a critical parameter: If it is too

small (compared to image features), a seam will be clearly

visible, but, on the other hand, if it is too large, features

from both images may appear as ghost artifacts within the

transition zone, as in photographic double exposure. In

situations where many images are overlapping at the same

position (e.g., mosaicking from video sequences [20]), this

effect may be removed by a selection filter such as the

temporal median filter if an odd number of samples is

available. Finally, Afek and Brand [1] suggest automating

the mosaicking process in five steps:

1. Define a rough seam line in the rectangular over-
lapping domain as the diagonal linking the corners
that do not match the corners of the input images.

2. Select tie points close to the rough seam line based
on a matching algorithm.

3. Define the seam line by using a minimal path
approach linking the tie points.

4. Apply geometric corrections.
5. Apply radiometric corrections.

Surprisingly, none of the previously described ap-

proaches forces the seam to adapt to the morphology of

the image objects by following their boundaries. This is,

however, a desirable property because object boundaries

are natural transitions so that a seam following these

boundaries becomes less visible in the output composed

image even in the absence of radiometric corrections.

Standard computer-assisted procedures require the assis-

tance of an operator to produce seams following lines of

definite tone demarcation, such as streams, roads, edges of

fields, or any other image objects, while ensuring that

spurious objects will not be visible in the output mosaic

[19]. The need for a fully automatic algorithm fulfilling this

property motivated us to search for a solution based on

mathematical morphology [32], [18], [36]. A complex

approach addressing the composition of a pair of gray-tone

images by applying a series of morphological operators on a

correlation image defined as the absolute difference of the

pixels in the overlapping regions is developed in [3]. In

contrast, we propose in this paper a method based on the

marker-controlled segmentation of the gradient intensity

and suited to the processing of an arbitrary number of input

multispectral images. The method is directly applicable to

three-dimensional images. In addition, we show that it can

be extended for removing spurious effects or dynamic

features, such as clouds and shadows, in the regions of

overlap.
This paper is organized as follows: The proposed

morphological compositing methodology is detailed in

Section 2. Pseudocode for implementation of the algorithm

is detailed in Section 3. A comparison with other meth-

odologies is given in Section 4. Finally, conclusions and

hints for further developments are presented in Section 5.

2 PROPOSED METHODOLOGY

When assembling two overlapping images, most systems
require a human operator to carefully define a seam line.
This line crosses the overlapping domain by following a
series of points corresponding to the same set of features
in each image. In this section, we assume that both
geometric and radiometric discontinuities can be mini-
mized by automatically selecting the most salient seam
line occurring in the overlapping domain. We present the
principle of the methodology in the case of two images
and, then, extend it to any number of images while
including the removal of transient data such as clouds
and shadows. Notations and background definitions of
morphological operators used in this paper are detailed in
[36]. A shorter introduction to mathematical morphology
as well as an overview of its applications to geoscience
and remote sensing can be found in [38].

2.1 Principle

Let D1 and D2 denote the definition domain of two digital
images f1 and f2. We assume that the intersection of these
definition domains is nonempty (D1 \ D2 6¼ ;) and that they
are not ordered in the sense that D1 6� D2 and D2 6� D1. We
aim at creating an image f whose definition domain equals
D1 [ D2. This requires us to define a rule for determining
the value of the pixels falling in the overlapping domain
D1 \ D2. We propose to automatically follow the most
salient edges in this domain by applying the watershed
transformation to the pointwise minimum (infimum) of the
morphological gradient of each input image. Note that
another approach proceeding in a gradient domain is put
forward in [22]. It consists of minimizing a cost function
defined by a dissimilarity measurement between the sum of
the distance (Lp norm) between the derivatives of the initial
image and the composed image. A similar gradient-domain
fusion based on Poisson equations and combined with a
graph-cut optimization scheme relying on a minimization
procedure described in [8] is developed by Agarwala et al.
[2]. The use of graph-cut techniques for image compositing
was originally explored by Kwatra et al. [21] in the context
of texture synthesis, where patch regions from a sample
image or video are transformed and stitched together along
optimal seams to generate a new output. In our approach,
the pointwise minimum of the morphological gradient of
each input image ensures that gray-scale variations need to
occur at the same place for both images in order to be
considered. Indeed, seams should not follow clouds or
other dynamic features occurring in only one input image.
(They will be treated separately; see Section 2.3.) The
oversegmentation produced by the watershed transforma-
tion applied to raw gradient images (given the presence of
many irrelevant minima) is avoided by considering the
following marker sets: the internal boundary of D1 and the
internal boundary of D2 belonging to the overlapping
domain. Points belonging simultaneously to the internal
border of D1 and D2 are excluded from the marker sets. This
is illustrated in Fig. 1.

In mathematical terms, we denote by fmarker the marker
image whose definition domain equals D1 \ D2 and whose
values are defined as follows:
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�
fmarker

�
ðxÞ ¼

1; if x 2 ��BðD2Þ and x =2 ��BðD1Þ;
2; if x 2 ��BðD1Þ and x =2 ��BðD2Þ;
0; otherwise ðno markerÞ;

8<
: ð1Þ

where ��B denotes the internal gradient (or gradient by
erosion) by the elementary symmetric structuring element
(SE) B of the considered grid (3� 3 square for the square
grid). The mask image, denoted by fmask, has the same
definition domain as the marker image and is defined as
follows:

fmask ¼ �nBðf1Þ
^
�nBðf2Þ; ð2Þ

where � denotes the morphological gradient, nB the
isotropic SE of size n, and ^ the pointwise minimum
operator. Ideally, n equals 1 so that the elementary
symmetric SE is considered. In practice, however, the value
of n should be set proportionally to the average error of the
registration process. By doing so, we ensure that edges
produced by the same objects visible in both images overlap
to some degree. We then propagate the nonnull labels of the
marker image into the mask image using the marker-
controlled watershed segmentation [26]. The resulting
image corresponds to labeled catchment basins CB of the
mask image where the labeled markers initiate the immer-
sion simulation. We denote this image by CBfmarker

ðfmaskÞ. It
provides us with a decision rule to select the input for each
pixel of the overlapping domain:

fðxÞ ¼ fiðxÞ; ð3Þ

where the subscript i is defined by the value of the labeled
catchment basin image at position x:

i ¼ CBfmarker
ðfmaskÞ

� �
ðxÞ:

An example is depicted in Fig. 2. The input images (Figs. 2a
and 2b) are subsets of Landsat images (band 5) of Ireland.
Fig. 2c shows the pointwise minimum of the morphological
gradients of the input images using a 3� 3 SE. Note that the
highest gradient values are located at the boundaries of the
most salient image objects, here, the lake and river bound-
aries. The top horizontal line of the overlapping domain is
used as a marker for the second input image, while the bottom
diagonal line of this domain is used as a marker for the the
first input image. These two markers are used for the marker-
controlled watershed segmentation of the gradient image. It
produces the two catchment basins displayed in Fig. 2d. The

dark gray segment corresponds to the index value 2,
indicating that the second image must be considered in this
segment. Similarly, the light gray segment corresponds to the
index value 1, indicating that the first image must be
considered in this segment. This leads to the composed
image displayed in Fig. 2e. (See also Fig. 2f with the seam line
superimposed.) Even though the input images do not show
identical contrasts, it is hard to locate the seam in the
composed image displayed in Fig. 2e. Indeed, the watershed
lines automatically follow the most salient edges occurring in
the gradient image: the streams and lake boundaries, in this
example. Note that histogram-matching techniques could
have been applied to the input image to further reduce
radiometric discrepancies. However, in this paper, the
emphasis is on the automatic positioning of the seam line
rather than the correction for radiometric variations. (This
latter topic is briefly addressed in Section 5.)

Before computing the gradient, it may also be necessary
to filter the input image so as to mitigate the local variability
due to noise and suppress small objects so as to preserve
only the most salient structures. This filtering stage can be
achieved by the iterative sequential flat-zone filtering
introduced in [35], [37] and extended to quasi-flat zones
and multichannel images in [9].

The proposed morphological compositing methodology
is directly suitable for the processing of multispectral
images f by substituting the morphological gradient of (2)
with a multispectral scalar gradient such as that defined by
the largest Euclidean distance (L2 norm) separating a point
from those falling in its neighborhood defined by an SE, the
distance being measured in the feature space defined by the
channel values of the input image:

�nBðfÞ½ �ðxÞ ¼ max
b2nBx

L2½fðxÞ; fðbÞ�;

where nBx denotes the SE nB centered at position x. See
also [36, p. 304.]. Other multispectral gradients are detailed
in [15].

2.2 General Framework

We aim at generalizing the method described for a pair of
overlapping images to an arbitrary number n of over-
lapping images. An adaptation of the method is required
because, in situations where three or more images overlap,
nothing prevents a marker related to a given image from
expanding beyond the definition domain of this image. We
propose solving this problem by means of an iterative
procedure. For conciseness, the procedure is described by
generating the composed image using simultaneously all
input images. By doing so, we avoid the previously
described explicit definition of markers within the over-
lapping domains. Indeed, markers will be automatically
defined along the external boundaries of the overlapping
domains. This simplifies the algorithm description in the
general case as well as its implementation.

We assume that none of the n input images has a
definition domain included in the union of the definition
domains of the other images: For all i 2 f1; . . . ; ng,
Di 6�

S
j j j6¼iDj. The definition domain of the desired

composed image f is defined as the union of the input
definition domains: Df ¼ [iDi. We also define an additional
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Fig. 1. Image compositing: A case of two overlapping images with

rectangular definition domains. The overlapping domain is displayed in

white together with the numerical values of the marker sets for Images 1

and 2, respectively.
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Fig. 2. Morphological compositing of two overlapping images: a real example. (a) First input image f1. (b) Second input image f2 (c) Pointwise

minimum of gradients in overlapping domain. (d) Marker-controlled segmentation of (c). (e) Composed image. (f) Composed image with

superimposed seam line.



image g indicating, for each pixel of Df , how many input

values are available:

gðxÞ ¼ cardfi j x 2 Dig; ð4Þ

where card refers to the cardinal number (number of

elements) of its argument set. The output image f is

iteratively constructed, the successive iterations being

denoted by the index k. Initially, k equals 1 and the values

of f are uniquely defined for all those pixels where only one

value is available, i.e., for those pixels x of g such that

gðxÞ ¼ 1. At the second iteration, our algorithm defines the

values of all those pixels where two input values are

available, i.e., for those pixels x of g such that gðxÞ ¼ 2. We

then proceed for all subsequent levels until the maximum

number of overlap is reached, this value being given by the

maximum value of g.
We now present a formal description of the proposed

iterative procedure. We denote by fðkÞ the values of f which

are defined at the end of iteration k. It follows that the

definition domain of f ðkÞ is defined by the set of pixels x of g

such that gðxÞ � k:

DfðkÞ ¼ fx j gðxÞ � kg:

In addition, we use the notation DðkÞi to refer to those pixels

of DfðkÞ whose values originate from the input image fi:

DðkÞi ¼ fx 2 Df ðkÞ j f ðkÞðxÞ  fiðxÞg:

Initially, k equals 1 and, therefore, the values of f ð1Þ are

defined for all pixels where only one image is available (no

overlap). For each subsequent step, the selection rule

allowing us to determine which input image should be

selected relies on the marker-controlled segmentation para-

digm. The marker image is defined as the set of pixels whose

output values are already known at the previous step:

f
ðkÞ
markerðxÞ ¼

i; if x 2 Dðk�1Þ
i ;

0; otherwise ði:e:; no markerÞ:

�

The mask image (also called segmentation function) is

defined by the pointwise minimum between the morpho-

logical gradient of all input images:

fmask ¼
^
i

��BðfiÞ: ð5Þ

Note that this mask image does not depend on the index k.
Hence, a fixed mask image is considered for all iteration
steps. At a given iteration step, the marker-controlled
watershed transformation of the mask image propagates
the nonnull labels of the marker image and, therefore,
provides us with the following decision rule since there is a
one-to-one correspondence between the label values and
the indices of the input images:

fðkÞðxÞ ¼ fiðxÞ;

where the subscript i is defined by the value of x in the
image of labeled catchment basins CB:

i ¼ CB
f
ðkÞ
marker

ðfmaskÞ
h i

ðxÞ:

The propagation of the labels by the watershed transforma-
tion is restricted to those domains whose number of overlap
equals k, i.e., pixels x such that gðxÞ ¼ k. In addition, the
propagation of a given label is confined to the definition
domain of the input image corresponding to this label. The
index k is then incremented by 1 and the whole procedure is
repeated until a decision is reached for all pixels of the
composed image. Fig. 3 shows a simple example in the case
of three overlapping images. In this example, the colored
regions represent the successive marker images. At the
second step of the iterative procedure (i.e., when k equals 2),
the markers are simply defined by those regions where only
one image is available (see Fig. 3a). Then, these initial
markers are propagated by the marker-controlled segmen-
tation within the regions where two and only two images
overlap (see Fig. 3b). The propagated markers are then used
as markers for the third (final) step, where they are further
propagated in the central region where all three images
overlap (see Fig. 3c). The colored regions of this figure
indicate, for each pixel, which image should be considered
for generating the composed image.

2.3 Removal of Specific Structures

When composing a series of images, some objects occurring
in the overlapping domains may be visible in one image but
not in another. A rule is, therefore, needed to decide
whether to include them or not in the composed image. For
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Fig. 3. Morphological image compositing in the case of three overlapping images. (a) Input images, with plain colors for nonoverlapping domains.

(b) Watershed propagation of the nonoverlapping definition domains within the domains where two and only two images overlap. (c) Watershed

propagation of the domains obtained in (b) and leading to a decision rule for all pixels located in the domain where all three input images overlap.



example, when compositing satellite images, one should
ideally produce a mosaic minimizing clouds and their
shadows. The proposed morphological compositing meth-
od is generalized as follows to reach this goal: First, the
image objects that should be suppressed must be extracted.
In the region of overlap, pixelwise differences can help the
detection of transient data. However, in remote sensing,
pixel values vary a lot for scenes acquired at different times
(see Section 1). Hence, we developed a specific methodol-
ogy [4] to automatically extract clouds and their shadows
from Landsat images using a combination of double
threshold (also called the hysteresis threshold) and direc-
tional morphological operations [39], the direction of the SE
being defined by the azimuthal angle of the sun. In any
case, we presuppose in the following that a mask of
structures to remove has been produced (either automati-
cally or manually through user interaction) and denote by
Mi the binary mask of objects present in the image fi that
should not appear in the composed image. Let us first
assume here that only two input images are available. The
marker image is then defined as follows in the overlap
region (compare to (1)):

�
fmarker

�
ðxÞ ¼

1; if
�
x 2 ��B

�
D1Þ and x =2 ��BðD2Þ

�
or
�
x 2M2 and x =2M1

�
;

2; if
�
x 2 ��BðD2Þ and x =2 ��BðD1Þ

�
or
�
x 2 M1 and x =2M2

�
;

0; otherwise ði:e:; no markerÞ:

8>>>>>><
>>>>>>:

That is, in the case of satellite images, clouds and their
shadows present in an image are suppressed by considering
markers of the other image at their position, provided that
clouds and shadows do not occur at the same position. This
is illustrated in Fig. 4 for the composition of two Landsat
scenes of Ireland. By definition, only cloud-shadow com-
plexes occurring in the overlap domain and that are present
in only one scene are removed.

When three or more images overlap (i.e., general frame-
work), the procedure becomes more complex. Indeed,
assuming that a given pixel belongs to a feature detected
in a single image and that should not appear in the
composed image, there is no direct selection rule to choose
among the remaining pixels’ values. We propose to solve
this problem by remapping the original image indices i 2
f1; . . . ; ng to 2i�1 so as to produce unique values when
summing two of more indices (the sum is then equivalent to
a bitwise OR operation). If an undesired feature such as a
cloud-shadow complex occurs in a region of overlap, we
create a marker whose spatial extent corresponds to this
complex and whose value equals the bitwise OR operation
between the remapped indices of all images overlapping
this complex, except the one containing this cloud-shadow
complex. We call the resulting index a composite index since
it represents the union of two or more image indices. For
instance, in the example depicted in Fig. 3, in case a cloud-
shadow complex of the second image would occur in the
region where all three images overlap, a marker with a
composite index value equal to 5 would be generated where
this complex occurs (the sum of remapped index values

corresponding to the first and third images: 20 þ 22 ¼ 5). In
the sequel, the set of indices used for generating of a
composite index is called its generator set. Indices referring
to a unique image are called plain indices. By definition,
plain indices are in the form 2i. A formal definition of the
marker image follows:

f
ðkÞ
markerðxÞ ¼

2i; if x 2 Dðk�1Þ
i ;P

if2i j fiðxÞ is defined

and x =2Mig; if gðxÞ ¼ k and 9 j j x 2Mj;

0; otherwise:

8>>>><
>>>>:

ð6Þ

This equation is suited to arbitrary combinations of objects
to remove in the regions of overlap. Once the watershed-
based propagation of the indices has been performed, we
still need to give an actual image index value to each
propagated composite index. By construction, this index
must be chosen among its generator set. The selection must
be performed so as to minimize the length of the seams.
This can be achieved by using a majority rule. That is, the
output index of a region with a composite index is defined
as the most frequent noncomposite index value occurring
among the external neighbors of the considered region and
matching an index of the generator set of the considered
composite index.

The main steps of the proposed morphological compo-
siting procedure are shown in Fig. 5 for the composition of
nine Landsat scenes covering Ireland. The bottom row
shows the whole processed area while the top row displays
a zoom within the rectangle area highlighted by a red
frame. The first column corresponds to the marker image
with a specific color (label) for each scene and composite
labels for clouds occurring in areas where more than two
images overlap (e.g., yellow color). The zoom is within a
region where only two images overlap (the blue and the
pink colors) so that the clouds are noncomposite markers.
Their color (pink) indicates that they originate from the blue
(upper right) image, so that markers of the pink image
should be defined where they appear. The second column
shows the mask image defined as a scalar gradient within a
3� 3 neighborhood. The third column displays the output
of the propagation of the markers. Once the composite
labels (such as the yellow color) still present in this image
are resolved by mapping them to actual image labels, the
composition of the nine input images can be achieved as
shown in the fourth and last column.

Note that if transient data, such as clouds and shadows
are present at the same position on all available images, it
will still be visible in the output composition. In applica-
tions fields such as remote sensing or biology where image
analysis is performed on the output composition, it is
usually not desirable to fill in these occluded regions. (It is
sufficient to know where they occur to avoid biases in the
subsequent image measurements.) However, in applica-
tions where the goal is to create a pleasing image for the
observer in the sense that transient objects are suppressed,
interpolation techniques such as those developed for
removing occlusions or for image restoration might be
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considered. See, for example, [24], [23], [6], [5] for methods
based on a variational approach or [12] for a method
combining texture synthesis and inpainting techniques.

3 IMPLEMENTATION

The following pseudocode summarizes the implementation

of the proposed morphological compositing algorithm of

n input images, denoted by fi, and assuming that spurious

objects have been detected for each image and stored in

auxiliary binary images denoted by Mi, where MiðxÞ ¼ 1 if

x belongs to a spurious object; otherwise, it equals 0:

1: Create images marker (6), mask (5), g (4), and f.

2: for all pixels x ofDf do // initialize marker, mask, and g.

3: markerðxÞ  0

4: maskðxÞ  OxFF // maximum value of pixel data

type

5: gðxÞ  0

6: flag false

7: for all indices i of the input images do

8: if x 2 Di then

9: gðxÞ  gðxÞ þ 1

10: if MiðxÞ ¼ 1 then

11: flag  true

12: else

13: markerðxÞ  markerðxÞ þ 2i

14: maskðxÞ  min
�
maskðxÞ; ½�BðfiÞ�ðxÞ

�
15: end if

16: end if

17: end for

18: if flag ¼ false and gðxÞ > 1 then

19: markerðxÞ  0

20: end if

21: end for
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Fig. 4. Morphological image compositing including minimization of the presence of undesired objects (here, clouds and their shadows). The light gray
markers visible in (c) are defined by the cloud-shadow complexes of the second scene plus the bottom and right borders of the region of overlap, while
the dark gray markers are defined by the cloud-shadow complexes of the first scene plus the top and left borders of the region of overlap. (a) First
scene. (b) Second scene. (c) Markers. (d) Catchment basins. (e) Resulting composition. (f) Seam lines superimposed on composition.



22: k 2

23: while k � maxx2Df gðxÞ do // iterative propagation of

the markers

24: marker CBmarkerðmaskÞ // flood only pixels such

that gðxÞ ¼ k
25: k kþ 1

26: end while

27: Resolve composite labels of propagated markers using

majority rule.

28: for all pixels x of Df do // Actual composition

29: i markerðxÞ
30: fðxÞ  fiðxÞ
31: end for

Note that the definition domain of the images marker, mask,

g, and f (see line 1) is defined by the bounding box of the

union of the definition domains of the input images. The

complexity of the algorithm is linear in terms of the number
of pixels thanks to the efficient watershed algorithm based

on queue data structures [40] and adapted for an ordered

propagation for increasing overlap values. In terms of

processing time, about 7x=f seconds are required for

generating the mosaic of all seven multispectral bands of

a rectangular area of x MBytes (1 byte per pixel) on a CPU
running at a frequency of f GHz. This time includes all

steps, starting from the original bands, and includes the

computation of the region with data points in each scene,

the automatic extraction of clouds and shadows, and the

writing on disk of several intermediate results using the

lossless compression technique described in [41]. For

example, the generation of the mosaic of all seven multi-

spectral bands of Ireland (250 MBytes per band, see Fig. 5)

on a CPU running at a frequence of 2GHz takes less than

15 minutes. However, when dealing with larger input data,

the mask, marker, and g images cannot be held together in

random access memory. For instance, the composition of a

country such as Austria, whose enclosing rectangle area

requires 550 MBytes per 8-bit channel, pushes a 32-bit

computer to its limit in terms of random access memory

availability. This calls for an equivalent scheme allowing for

the processing of the zones of overlap occurring in one

image at a time. An efficient algorithm allowing for such a

scheme will be detailed in a subsequent paper [7].

4 COMPARISON WITH OTHER METHODOLOGIES

In this section, we compare our approach with approaches

referred to in the previous sections. The criteria used for

comparison are listed and explained hereafter:

. edge following: indicates whether the seam follows
the boundaries of image objects visible in all images
covering the region of overlap;
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Fig. 5. Composition of nine Landsat scenes covering Ireland (bottom row: overview; top row: zoom within the red-framed rectangle). From left to

right: marker image, mask image, propagated labels (including composite labels), and final composition of band 5. Note the positioning of the seam

line and the presence of clouds in the marker image, allowing for their removal in the composed image. The size of the composed image is

14; 001� 17; 851 pixels at a spatial resolution of 25 meters (i.e., 250 MBytes per composed band).



. multisource: ability to simultaneously assemble more
than two images covering the same domain of
overlap;

. transient: yes if the method allows for the removal
of transient data;

. crisp: yes if the method leads to the selection of one
and only one value among the available inputs;

. automatic: yes if the method can be used without
user interaction;

. interactive: yes if the method allows for user
interaction;

. 3D: yes if the method is applicable to 3D images;

. multichannel: yes if the method treats all channels
simultaneously.

The algorithm complexity (linear for the proposed method)
has not been incorporated in the list because most discussed
methods do not provide us with this information. Yet,
according to [21], finding the best cut for a graph with
n nodes appears to be Oðn logðnÞÞ, while the worst case is
known to be Oðn2Þ, [31].

Table 1 summarizes the results of our comparison. The
method proposed by Milgram in 1975 [27] has not been
considered since it has been superseded by the method he
proposed in 1977 [28]. The method by Peleg [29] concerns
the elimination of existing seams rather than the actual
composition of overlapping images, so it has not been
included in the comparison. Finally, to reduce the size of the
table, methods based on the computation of paths of
minimal cost [28], [14], [17] have been grouped as well as
those based on graph cuts [21], [2]. The table is binary in the
sense that its scope is to indicate whether a given method
satisfies a given property or not. For the edge following
criterion, it shows that, in contrast to methods based on
pixel differences (also called correlation or error), all
methods proceeding in the gradient domain are edge
following. However, the evaluation does not indicate to
what degree relevant edges are followed because the
relevance of an edge is usually application dependent.
Consequently, the best method with respect to the edge
following criterion may vary according to the considered

application. As for the multisource criterion, except for the
interactive digital photomontage [2], none of the previous
methodologies proposes a formal scheme for simulta-
neously assembling more than two images covering the
same domain of overlap. However, contrary to the
proposed approach, the interactive digital photomontage
[2], requires all source images to cover the same domain
(e.g., macro photographs taken at different focal length or
time series of a scene with moving people). Beyond the
proposed method, the built-in ability to remove transient
objects is only detailed in [2], using a maximum likelihood
objective function. All methods are crisp with the exception
of the pyramid method, where multiresolution blending
occurs. Except for the tie points method, all methods can be
used in an automatic mode, although the selection of
parameters may require some user interaction. The digital
photomontage [2] and the proposed method allow for user
interaction if required by the user. The multiresolution
pyramid blending, the correlation watersheds, the graph
cuts, and the proposed method are all suitable for the
processing of 3D images. Finally, only the graph cuts and
the proposed method allow for the simultaneous processing
of all channels of multichannel images.

Fig. 6 shows the results obtained by the correlation
watersheds [3] and the interactive digital photomontage [2]
methods, starting with the same pair of input images as for
Fig. 2. This example illustrates that the seam produced by
the first method (automatic) fails to follow natural
boundaries while the seam generated by the second method
(interactive) follows local edges but misses most of the river
and lake boundaries, although the markers were set close to
their boundaries.

5 CONCLUSION AND PERSPECTIVES

The methodology described in this paper allows for the
automatic positioning of the mosaic seam lines along salient
image edges. It is generic in the sense that it can be applied
to any series of overlapping images provided that they have
been registered beforehand. Although it has been described
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TABLE 1
Merit Table for Image Compositing Algorithms Referred to in This Paper

aAll source images must cover the same domain. bMarkers can be defined manually if necessary. cColor images are handled by applying
the algorithm to each channel separately.



for two-dimensional (2D) images, it is directly applicable to
3D images owing to the extension of the watershed
algorithm to the processing of 3D images [40]. If required
by the application, the versatility of the marker-controlled
segmentation paradigm enables user interaction by adding
to the marker set a series of manually drawn markers
marking the core of regions that should be taken from a
specific image.

Currently, we apply our methodology for automatically
mosaicking Landsat scenes at continental scale. It allows for
the minimization of cloud and shadow covers while
reducing the visibility of seams by automatically following
image structures where abrupt radiometric variations occur
in all overlapping domains. The procedure is also utilized
for composing images falling within a given hydrographic
basin so as to automatically extract river networks without
having to deal with complex border problems breaking the
connectivity of these networks.

In situations where large radiometric differences occur
between adjacent scenes, the seams may be noticeable even
though they follow the boundaries of salient image
structures. Beyond preprocessing steps reducing the effect
of radiometric distortions (e.g., histogram matching, cali-
bration, or atmospheric corrections in remote sensing),
existing techniques for blending the input images along the
detected seams and within a fixed distance can be applied.
For example, an alpha channel [30] can be used to achieve
an even mixture along the seam line and a weighting
function driven by geodesic time [34] computations on each
side of the seam (rather than a Euclidean distance map).
The geodesic time computation is restricted to a buffer
defined by the generalized geodesic dilation of the seam
with respect to the morphological gradient of the image
selected on each side of the seam. This leads to an adaptive
spatial range where blending occurs since the spatial extent
of this generalized geodesic dilation is inversely propor-
tional to the image edge content. However, blending
approaches require perfect geometric alignment and the
absence of transient objects or dynamic effects which would

otherwise generate ghost artifacts. To address this issue, we
are currently investigating the use of morphological
interpolation techniques [33] to replace the blending
procedure in the above-mentioned buffer by a gradual
modification of the image values, starting from the borders
of the buffer and proceeding toward its center until its
medial line, i.e., the seam, is reached.

To conclude this paper, let us go back in time and quote
Wolf [42, p. 240] from his 1974 book, a year before the first
paper [27] reporting computer methods for creating photo-
mosaics: “Good-quality mosaic preparation requires a
person not squeamish about getting his hands wet and
covered with sticky adhesive. Because it is an art, a great
deal of personal satisfaction can be derived from a
successfully prepared mosaic.”

In a sense, this is still very true and we thus hope that the
methods presented in this paper will provide “artists” with
an additional type of “razor blade” and “sticky adhesive”
useful for the successful preparation of mosaics on a
computer.
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Montpellier II, France. In 1999, he led a project on the application of
novel image analysis techniques to agri-food industries at the Silsoe
Research Institute of the Biotechnology and Biological Sciences
Research Council, United Kingdom. Since December 1999, he has
been with the Joint Research Centre of the European Commission,
Ispra, Italy, focusing on the research of advanced methodologies and
algorithms for the generation of enhanced pan-European geospatial
data sets. He is the author of the reference monograph Morphological
Image Analysis: Principles and Applications, published in English and
German by Springer-Verlag, and editor of Morphology Digest, an
electronic newsletter devoted to morphology (http://ams.jrc.it/mdigest).

. For more information on this or any other computing topic,
please visit our Digital Library at www.computer.org/publications/dlib.

SOILLE: MORPHOLOGICAL IMAGE COMPOSITING 683



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (None)
  /CalCMYKProfile (None)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 36
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 2.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 36
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 2.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 36
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e007400730020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d0061002000760069007300750061006c0069007a006100e700e3006f0020006500200069006d0070007200650073007300e3006f00200061006400650071007500610064006100730020007000610072006100200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650072002000650067006e006500640065002000740069006c0020007000e5006c006900640065006c006900670020007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e00200064006900650020006700650073006300680069006b00740020007a0069006a006e0020006f006d0020007a0061006b0065006c0069006a006b006500200064006f00630075006d0065006e00740065006e00200062006500740072006f0075007700620061006100720020007700650065007200200074006500200067006500760065006e00200065006e0020006100660020007400650020006400720075006b006b0065006e002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200071007500650020007000650072006d006900740061006e002000760069007300750061006c0069007a006100720020006500200069006d007000720069006d0069007200200063006f007200720065006300740061006d0065006e0074006500200064006f00630075006d0065006e0074006f007300200065006d00700072006500730061007200690061006c00650073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020006a0061002000740075006c006f00730074006100610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e0020006500730069006b0061007400730065006c00750020006e00e400790074007400e400e40020006c0075006f00740065007400740061007600610073007400690020006c006f00700070007500740075006c006f006b00730065006e002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e007400690020005000440046002000610064006100740074006900200070006500720020006c00610020007300740061006d00700061002000650020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e006500200064006900200064006f00630075006d0065006e0074006900200061007a00690065006e00640061006c0069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000700061007300730065007200200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f600720020007000e5006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b0072006900660074002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU (Use these settings with Distiller 7.0 or equivalent to create PDF documents suitable for IEEE Xplore. Created 29 November 2005. ****Preliminary version. NOT FOR GENERAL RELEASE***)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


