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Abstract of the Dissertation

A Model Theory for Nonmonotonic Multiple Value and
Code Inheritance in Object-Oriented Knowledge Bases

by
Guizhen Yang

Doctor of Philosophy
in

Computer Science

State University of New York
at Stony Brook

2002

We have developed a comprehensive model theory for nonmonotonic multiple
value and code inheritance in object-oriented knowledge bases. Our new inheritance
semantics, called optimistic object model semantics, supports implicit inference by
inheritance as well as explicit deductive inference via rules. Inference by inheritance
supports a multitude of features, such as overriding, nonmonotonic multiple value and
code inheritance, meta programming, and dynamic class hierarchies — the important
features that are fundamental to advanced object-oriented knowledge management.

In the setting of three-valued models, we formally define the inheritance postu-
lates that capture the common intuition behind overriding and conflict resolution
in nonmonotonic multiple value and code inheritance. These postulates specify the
minimum requirements for object models.

We specify an extended alternating fixpoint procedure for computing object mod-
els. We define a unique object model, called optimistic object model, for any given
program that is written in our rule-based query language. We prove three differ-
ent characterizations of the optimistic object model semantics: an optimistic object
model is the least fixpoint of the extended alternating fixpoint computation, is the
least stable object model with respect to information ordering, and is a minimal
object model with respect to truth ordering.

Our new inheritance semantics yields intuitively satisfactory results in all known
benchmark cases, does not impose syntactic restrictions on programs, and has been
implemented in the Flora-2 system. To the best of our knowledge, the optimistic
object model semantics is currently the only model-theoretic semantics for nonmono-
tonic multiple value and code inheritance that applies to general, unrestricted object-
oriented knowledge bases.
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Chapter 1

Introduction

Object-oriented knowledge bases combine the strengths of both object-oriented and
deductive programming paradigms. Recent years have witnessed a great deal of suc-
cess of such systems in projects ranging from data integration in neuroscience [23]
to processing semistructured and semantic information on the Web [40, 12, 22, 51]
to information mediation [20, 21, 24] to commercial and research prototypes of Web
information and ontology management systems [11, 16, 13, 53, 41, 54].

Inheritance is one of the most fundamental features of object-oriented systems.
Code inheritance, realized through instance methods definitions, is commonly used
in imperative languages like C++ and Java, while value inheritance, realized through
class and object method definitions, is commonly used in AI.

Nonmonotonic multiple inheritance is of great significance, due to its importance
in object-oriented modeling, its crucial role in the emerging field of ontology manage-
ment [15, 16, 53, 41], and its increasing use in the field of security policy management,
especially discretionary and role-based access control [52, 46, 50, 3, 25, 10]. Thus,
unifying inheritance and deduction opens up new, important application areas.

Most of the previous proposals in the literature fail to account for a clean, model-
theoretic semantics for nonmonotonic multiple inheritance in the presence of dynamic
class hierarchies, when inheritance and deduction closely interact. In addition, no
object-oriented knowledge base system provides a satisfactory solution to the problem
of incorporating value inheritance and code inheritance into one coherent system.

In this work, we have developed a natural model-theoretic semantics, called op-
timistic object model semantics, for value and code inheritance in object-oriented
knowledge bases, which supports implicit inference by inheritance as well as explicit
deductive inference via rules. Inference by inheritance supports a multitude of fea-
tures, such as overriding, nonmonotonic multiple inheritance, meta programming,
and dynamic inheritance hierarchies — the important features that are fundamental
to advanced object-oriented knowledge management.

1



Chapter 1. Introduction 2

We adopt the well-founded semantics [18, 17] and extend it with the ideas of local-
ity and context [26]. In the setting of three-valued models, we formalize the notions
of locality, context, and inheritance candidacy, and formally define the inheritance
postulates. These postulates capture the common intuition behind overriding and
conflict resolution in nonmonotonic multiple value and code inheritance, and spec-
ify the minimum requirements for an object model of a program. We also specify an
extended alternating fixpoint procedure to compute a unique object model, called op-
timistic object model, for any program. Moreover, we show the implementation of our
semantics by a rewriting algorithm which translates programs written in our query
language to general logic programs under the well-founded semantics, and formally
prove that this implementation is correct with respect to the new semantics.

Our new semantics satisfies all the requirements for object-oriented knowledge
base systems listed in Section 3.2, yields intuitively satisfactory results in all known
benchmark cases, does not impose syntactic restrictions on programs (beyond re-
quiring them to be rule-based), and has been implemented in the Flora-2 system [59].
This new semantics is robust in the sense that it has at least three different character-
izations: the optimistic object model is the least fixpoint of an extended alternating
fixpoint operator; it is the least three-valued stable object model with respect to in-
formation ordering; and it is a minimal object model with respect to truth ordering.

To the best of our knowledge, the optimistic object model semantics is currently
the only model-theoretic semantics for nonmonotonic multiple value and code inher-
itance that applies to general, unrestricted object-oriented knowledge bases.

The rest of this dissertation is organized as follows. In Chapter 2 we first in-
troduce the basic concepts of overriding, nonmonotonic multiple inheritance, value
inheritance, and code inheritance. In this chapter we will also illustrate the problems
that result from combining inheritance and deduction in object-oriented knowledge
bases.

Chapter 3 summarizes our previous research and surveys the literature on value
and code inheritance. Chapter 4 introduces the preliminaries including the basic
fixpoint theory and the well-founded semantics for general logic programs.

In Chapter 5 we introduce the syntax of a simplified query language and define
a three-valued semantics for F-logic programs written in this language. Chapter 6
formalizes the notion of an object model as well as the inheritance postulates that
an object model should satisfy. The operators that can be used to compute object
models are defined in Chapter 7.

In Chapter 8 we introduce stable object models which satisfy a certain computa-
tional property of the operators defined in Chapter 7. Chapter 9 introduces optimistic
object models, which are uniquely defined for F-logic programs, and shows that the
optimistic object model of an F-logic program is the least stable object model with
respect to information ordering. In Chapter 10 we introduce truth ordering among
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the object models of an F-logic program and formally prove that optimistic object
models are minimal with respect to this truth ordering.

Chapter 11 presents a rewriting algorithm that translates a given F-logic pro-
gram into a certain general logic program, and proves the isomorphism between the
well-founded model of the rewritten program and the optimistic object model of the
original F-logic program. The data complexity of the optimistic object model seman-
tics is also discussed in this chapter. Finally, Chapter 12 discusses future work and
concludes this dissertation.



Chapter 2

Inheritance in a Nutshell

In this chapter we will illustrate through examples the basic concepts that play an
important role in object-oriented knowledge base systems: overriding, nonmonotonic
multiple inheritance, value inheritance, and code inheritance. At the end, we will
also discuss the issues of conflicts due to the close interaction between inheritance
and deduction.

2.1 Methods and Class Hierarchies

To make the exposition easier to follow, we will use a subset of the F-logic syn-
tax to present the examples in this chapter. The simplified language includes only
three kinds of atomic statements: those that represent class memberships, subclass
relationships, and (inheritable) multivalued method1 specifications.

An atom of the form o : c says that the object o is a member2 of the class c; s :: c
says that the class s is a subclass of the class c; and e[m→→ v] 3 specifies that e, either
an object or a class, has a multivalued method, m, whose return value is a set, and v
is one of the members in that set. The symbols o, c, s, e, m, and v in the above atomic
formulas are first-order terms. They represent the IDs of objects, classes, methods,
and values of methods.

1We use the words method and attribute interchangeably in this dissertation.
2We use the words member and instance interchangeably in this dissertation.
3To reduce clutter, we do not syntactically distinguish between inheritable and noninheritable

methods. Moreover, since single-valued methods are a special case of multivalued methods (with the
additional constraint that at most one return value is allowed), we usually use multivalued methods
to model single-valued methods.

4



Chapter 2. Inheritance in a Nutshell 5

2.2 Overriding and Multiple Inheritance

In object-oriented languages, overriding means that definitions from a more specific
class take precedence over definitions in a more general class. For instance, consider
the following classical example.

Example 2.2.1 (Royal Elephants) The program here states that the color of ele-
phants is gray and clyde is a royal elephant, which, of course, is an elephant.

elephant[color→→ gray].
royalElephant :: elephant.
clyde : royalElephant.

What is the color of clyde? Although its color is not given directly in the above
program, we can infer clyde[color→→ gray] by inheritance, since clyde is an elephant
and so it inherits the color, gray, of elephants.

Now suppose we learn that the color of royal elephants is white and the above
program is updated to reflect this new information:

elephant[color→→ gray].
royalElephant[color→→white].
royalElephant :: elephant.
clyde : royalElephant.

Although earlier we established that the color of clyde is gray, we must withdraw this
conclusion because of the newly added information. Since more specific definitions
override less specific ones, clyde should inherit the color, white, from the more specific
class royalElephant. 2

Clearly, overriding leads to nonmonotonic inheritance. In nonmonotonic inheri-
tance, new base facts do not necessarily lead to new inherited facts and might even
lead to withdrawal of previous conclusions made by inheritance. For instance, in
the above Example 2.2.1, the addition of the base fact royalElephant[color→→white]
invalidates the fact clyde[color→→ gray] that was drawn previously. But overriding is
not the only source of nonmonotonic inheritance. In cases where an object belongs to
multiple incomparable classes, inheritance conflicts can arise and so their “canceling”
effects can lead to nonmonotonic inheritance as well. This phenomenon is illustrated
by another classical example that follows.

Example 2.2.2 (Nixon Diamond) The program here says that quakers in general
are pacifists whereas republicans are usually hawks.
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quaker[policy→→ pacifist].
republican[policy→→ hawk].
nixon : quaker.
nixon : republican.

Which policy should nixon inherit, from quaker or republican? There are three
possible approaches to the problem. First, in the monotonic approach, nixon inher-
its the policies from the two classes, quaker and republican. So we could derive both
nixon[policy→→ pacifist] and nixon[policy→→ hawk]. Second, in the nondeterministic
approach, we require that inheritance should take place from a unique source. So
we would randomly select one of the two classes for inheritance and derive either
nixon[policy→→ pacifist] or nixon[policy→→ hawk], but not both. Third, in the cautious
approach, we disallow inheritance for nixon from these two classes because they have
different values defined for the same method policy — a multiple inheritance conflict.
Thus we derive neither nixon[policy→→ pacifist] nor nixon[policy→→ hawk]. In this dis-
sertation, we pursue the cautious approach to resolving multiple inheritance conflicts.
2

2.3 Value and Code Inheritance

A traditional object-oriented database schema normally distinguishes between two
kinds of methods: instance methods and class methods. While instance method
definitions characterize all instances (members) of a class, class method definitions
characterize the class itself as an object [46]. When we specify an instance method
for a class, the code that defines the method is to be inherited by all instances of
this class and the method value is computed for each instance. On the other hand,
when we specify a class method for a class, the value of the method is computed
for this class object and the result is then inherited by all instances of this class.
Moreover, we might need to explicitly define methods for individual objects, which
act as local definitions and override the definition for the same method inherited from
a superclass. We will call these definitions object method definitions. They are similar
to class method definitions except that they are not intended for inheritance.

Example 2.3.1 (Value Inheritance) Suppose we want to compute bonuses for
employees in the software department. Our policy is to award bonus based on the
overall sales of the entire department. For example, every employee gets a bonus
of 1% of the total amount of sales. This idea can be encoded using the following
program.
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softwareDept[bonus→→N] ← softwareDept[salesTotal→→ S], N = S ∗ 1%.
softwareDept[salesTotal→→ 1000].
john : softwareDept.
mary : softwareDept.

The first two clauses in the above program are class method definitions for the
methods, bonus and salesTotal, of the class softwareDept, respectively. The first
rule defines the method bonus, whose value depends on the method salesTotal,
which is specified as a fact. According to these two clause, we can infer
softwareDept[bonus→→ 10].

The last two clauses simply say that john and mary are members of the class
softwareDept. Although the program does not explicitly define the method bonus
for john, john will inherit the method bonus and its value (i.e., 10) from the class
softwareDept, since john has been known to be a member of it. Similarly, we can
derive mary[bonus→→ 10]. 2

Example 2.3.2 (Code Inheritance) Now we want to compute bonuses for all em-
ployees in the hardware department, but this time using a policy that rewards indi-
vidual performance. For example, every employee gets a bonus of 10% of the amount
of sales he/she has achieved. This idea can be illustrated using the following program.

code hardwareDept[bonus→→N] ← hardwareDept[sales→→ S], N = S ∗ 10%.
mike : hardwareDept.
lucy : hardwareDept.
mike[sales→→ 300].
lucy[sales→→ 200].

Note that the first rule is marked with a special keyword, code, which says that it
is an instance method definition. It defines the method bonus for all instances of the
class hardwareDept. Intuitively, the name hardwareDept in this rule can be considered
as a “placeholder” that stands for a member of the class hardwareDept. The rest of
the program states that mike and lucy are members of hardwareDept, and defines sales
figures for mike and lucy, respectively.

Let us see how the method bonus can be computed for mike. Since mike is a
member of hardwareDept and the first rule in the above program defines the method
bonus for all instances of hardwareDept, mike will inherit this rule to compute bonus
for himself. However, when inherited, this rule becomes instantiated for the object
mike as follows:

mike[bonus→→N] ← mike[sales→→ S], N = S ∗ 10%.
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i.e., mike gets substituted for hardwareDept. This corresponds to the so called late
binding in traditional object-oriented languages like C++ and Java. It then follows
that mike[bonus→→ 30] must be true. Similarly, we can derive lucy[bonus→→ 20]. 2

Inheritance via instance method definitions, as illustrated in Example 2.3.2, is
called code inheritance, because it is the code that gets inherited as opposed to re-
sults of methods. Code inheritance is commonly used in imperative object-oriented
languages such as C++ and Java. In contrast, inheritance via class method defini-
tions, as illustrated in Example 2.3.1, is called value inheritance, because it is the
results (when established) of methods that get inherited. This kind of inheritance is
commonly used in AI [55, 36].

One of the fundamental differences between value inheritance and code inheritance
is that value inheritance is data-dependent whereas code inheritance is not. The
difference becomes apparent when class and object method definitions are specified
by rules. If a class method is defined using a rule, then the “inheritability” of this
definition hinges on the satisfiability of the rule body in the database. In other
words, the value specified by the rule head becomes inheritable only if its truth can
be established in the model for the program. Similarly, when an object method is
specified using a rule, whether the method is actually locally defined or not depends
on the satisfiability of the rule body.

In contrast, although instance method definitions are also specified using rules,
inheritability of these rules is independent of whether the rule body is satisfied or not.
After all, it is the code but not the value that is inherited. Therefore, code inheritance
can be resolved when the class hierarchy is fixed. This is not true, however, for value
inheritance, because the truth values of atoms depend on the current state of the
database.

By combining the ideas of value and code inheritance together, we can design
more interesting applications, as illustrated by the following example.

Example 2.3.3 In Example 2.3.2, the bonus plan in the hardware department was
such that every employee will get a bonus of 10% of the amount of sales he/she has
achieved. Suppose mike has a special deal and will get 15% if his sales exceeds 500;
otherwise, his bonus is determined using the general department-wide policy. The
program segment to accomplish this goal is as follows.

code hardwareDept[bonus→→N] ← hardwareDept[sales→→ S], N = S ∗ 10%.
mike : hardwareDept.
mike[bonus→→N] ← mike[sales→→ S], S > 500, N = S ∗ 15%.

The first rule here is an instance method definition for the class hardwareDept, while
the last rule is an object method definition for mike.
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It is instructive to see how the method bonus can be evaluated on mike under two
different conditions. On one hand, if the database contains the fact mike[sales→→ 600],
then according to the last rule we can directly derive the fact mike[bonus→→ 90]. This
is a local property for mike which overrides the inheritance of the instance method
definition for bonus in the first rule. No code inheritance takes place in this case. On
the other hand, if the database contains the fact mike[sales→→ 300], then the body
of the last rule cannot be satisfied and a value of bonus is not locally defined for
mike. In this case, because mike belongs to hardwareDept, he can inherit the code
for computing the method bonus from the class hardwareDept. Therefore, we derive
mike[sales→→ 30]. 2

2.4 Dynamic Class Hierarchies

When class memberships and/or subclass relationships are defined using rules, the
class hierarchy is no longer fixed; it becomes data-dependent in the sense that class
memberships and subclass relationships depend on the particular set of facts that the
knowledge base contains. We call such class hierarchies dynamic because they can
only be decided at runtime but not at compile time.

For instance, consider the following rule:

c1 :: c2 ← c1[m→→ v].

This rule says that whether or not the class c1 is a subclass of the class c2 depends on
the satisfiability of the fact c1[m→→ v]. If the database implies c1[m→→ v] then c1 is
a subclass of c2; otherwise, it is not. Consequently, inheritance decisions concerning
the class c1 have to be delayed until runtime.

Because of dynamic class hierarchies, complex interactions between inheritance
and deduction can come into play, as illustrated by the following example.

Example 2.4.1 In program here, the class goods represents all products and the first
rule says how to compute their prices, i.e., price is cost plus profit margin. The class
luxuryGoods is a subclass of goods and represents those products whose cost exceeds
500. In commerce, normal goods and luxury goods use different profit margins. We
encode this information by assigning different values, 100% and 200%, to the class
method margin of goods and luxuryGoods, respectively.
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code goods[price→→P] ←
goods[cost→→C], goods[margin→→M], P = C ∗ (1 + M).

luxuryGoods :: goods.
X : luxuryGoods ← X : goods, X[cost→→P], P > 500.
goods[margin→→ 100%].
luxuryGoods[margin→→ 200%].
steelWatch : goods.
diamondRing : goods.
steelWatch[cost→→ 100].
diamondRing[cost→→ 600].

Consider the price for the product steelWatch. Since its cost is 100, it is not a luxury
product. So its profit margin is 100%. Thus we derive steelWatch[price→→ 200].
On the other hand, the product diamondRing costs 600. So it is a luxury product.
Therefore, it inherits its profit margin from luxuryGoods instead of goods, i.e., 200%.
Thus we derive diamondRing[price→→ 1800]. 2

2.5 Inheritance and Deduction

The interactions between inheritance and deduction also bring up challenging prob-
lems in defining and computing inheritance semantics, especially in the presence of
dynamic class hierarchies. We now illustrate some of the main difficulties. Although
here we present the examples using value inheritance only, the same problems can
also arise in the context of code inheritance. These issues were first explored in [32]
but did not receive a satisfactory solution.

In the following examples, a solid arrow from a node c1 to another node c2 means
that c1 is either a subclass or a member of c2. All examples in this section are
discussed informally. The formal treatment will be given in Chapters 6 and 7.

c2[m->>a]

c1

c1 : c2.
c2[m→→ a].
c2[m→→ b]← c1[m→→ a].

Figure 1: Inheritance through Context

Example 2.5.1 Consider the program in Figure 1. Without inheritance semantics,
this program has a unique model, which consists of the first two facts. According
to the common intuition behind inheritance, c1 ought to inherit m→→ a from c2.
However, just adding the fact c1[m→→ a] will not make the resulting set a model,
since the last rule is no longer satisfied: The least model that contains the inherited
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fact should also include c2[m→→ b]. However, this begs the question as to whether
c1 should inherit m→→ b from c2 as well. The intuition suggests that the intended
model should be “stable” with respect to not only deduction but inheritance as well.
Therefore, c1[m→→ b] also should be in that model. This problem was recognized in
[32], but the proposed solution was not stable in the above sense, because it was not
based on semantic principles but rather on an ad hoc definition of a plausible fixpoint
computation. 2

c2[m->>a]

c1

c1 : c2.
c2[m→→ a].
c1[m→→ b]← c1[m→→ a].

Figure 2: Interaction between Derived and Inherited Facts

Example 2.5.2 Now consider the program in Figure 2, which is the same as the
program in Figure 1 except for the head of the last rule. Again, the intuition sug-
gests that c1[m→→ a] ought to be derived via inheritance, and c1[m→→ b] be derived
to make the resulting set of facts into a model in the conventional sense. This, how-
ever, leads to the following observation. The method m of c1 now has one value, a,
which is inherited, and another value, b, which is derived via a rule. Although the
traditional frameworks for inheritance were developed without deduction in mind, it
is clear that derived facts like c1[m→→ b] are akin to “local” method definitions and
so should be treated similarly. In particular, local definitions always override inher-
itance. The conclusion is that although derivation is done “after” inheritance, its
existence undermines the original reason for inheritance. This is similar to the known
phenomenon where a reasoner rejects an assumption when it leads a contradiction.
Again, the framework presented in this dissertation, which is based on semantic prin-
ciples, differs from the ad hoc computation in [32] (which keeps both derived and
inherited facts). 2

c3[m->>b]

c1

c2[m->>a]
c1 : c2.
c3 :: c2.
c2[m→→ a].
c3[m→→ b].
c1 : c3← c1[m→→ a].

Figure 3: Interaction between Inheritance and Derived Intervening Superclass

Example 2.5.3 The program in Figure 3 shows a case where inheritance changes
the class hierarchy, which creates conditions that undermine the original reason for
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inheritance. Initially, c3 is not known to be a superclass of c1. So, it seems that c1

can inherit m→→ a from c2. However, this makes the fact c1[m→→ a] true, which in
turn causes c1 : c3 to be derived by the last rule of the program. Since this makes c3 a
more specific superclass of c1 than c2, it appears that c1 ought to inherit m→→ b from
c3 rather than m→→ a from c2. However, this would make the fact c1 : c3 unsupported.
Either way, the deductive inference enabled by the original inheritance undermines
the support for the inheritance itself. Unlike [32], a logically correct solution in this
case would be to leave the truth values of both c1 : c3 and c1[m→→ a] undecided. The
dashed arrow from c1 to c3 indicates that c1 : c3 is neither true nor false. 2

c2[m->>a] c3[m->>b]

c1

c2[m→→ a].
c3[m→→ b].
c1 : c2.
c1 : c3← c1[m→→ a].

Figure 4: Derived Multiple Inheritance

Example 2.5.4 The last program, in Figure 4, illustrates a similar problem, but
this time it occurs in the context of multiple inheritance. Initially c3 is not known to
be a superclass of c1. So there is no multiple inheritance conflict and the intuition
suggests that c1 should inherit m→→ a from c2. But then c1 : c3 has to be added
in order to satisfy the last rule, which makes c3 a superclass of c1 and introduces
a multiple inheritance conflict. As in the previous example, although this conflict
became apparent only after inheritance took place, it undermines the original reason
for inheritance (which was based on the assumption that c2[m→→ a] is the only source
of inheritance for c1). Therefore, the truth values of c1[m→→ a] and c1 : c3 should be
neither true nor false. Again, this conclusion differs from [32]. 2



Chapter 3

Related Work

In this chapter, we first summarize our previous research and then survey the liter-
ature on value and code inheritance in object-oriented knowledge bases. Finally, we
discuss issues related to simulating code inheritance using value inheritance.

3.1 Summary of Previous Research

The FLORA system was our first object-oriented knowledge base research prototype.
The main ideas of this implementation could be traced back to the FLIP system [39].
Implemented using the efficient tabling inference engine of XSB [49, 9], the FLORA
system demonstrated good performance comparable to other similar systems such as
FLORID [40] that was implemented with C++. This early work proved the feasibility
of our implementation approach.

The original FLORA system played a central role in the first prototype of the
commercial Web information management system XRover [11]. This success led us to
embark on the more ambitious Flora-2 system [59], which incorporates F-logic [31, 32],
HiLog [8], and Transaction Logic [4, 5] into a single, coherent logic language along
the lines described in [30].

In [58], we studied some of the system design and optimization issues involving the
Flora-2 system, including its novel module system, path expressions in rule heads,
transactions in a tabling environment, and a specialization technique designed to
improve indexing.

In the early versions of the Flora-2 system, implementation of inheritance was
based on preliminary ideas, which led to the development of the formal semantics to
be described later in this dissertation. Interestingly, although the ideas underlying
this implementation “seemed” right, we later discovered that it was semantically in-
correct and our subsequent theoretical study helped us fix this problem. The incorrect

13
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behavior did, in fact, surface in real programs that users of Flora-2 wrote.

As the motivating examples in Chapter 2 have already shown, the correct solution
for inheritance semantics is not at all obvious. Our first step towards tackling the
problem of inheritance semantics was to develop a model-theoretic semantics for non-
monotonic multiple value inheritance [60]. Our current, comprehensive model theory
for value and code inheritance is built on top of our previous work reported in [60],
which dealt with model-theoretic semantics for value inheritance only.

3.2 Related Work in the Literature

We now briefly survey the literature on value and code inheritance in object-oriented
knowledge bases. To make our comparison concrete, we first list the main features
that, in our opinion, an object-oriented knowledge base system with value and code
inheritance must possess:

(1) Implicit inference by inheritance, as well as explicit inference via rules.

(2) Dynamic class hierarchies, i.e., the ability to define both class memberships
and subclass relationships via rules. Although some proposals allow defining
class hierarchies using rules, they do not allow queries on either class or object
methods to appear in the bodies of these rules. So the class hierarchies can
be decided independently of class and object methods. In such a case, we
will still call these class hierarchies static.

(3) Data-dependent inheritance. This feature is closely related to value inheri-
tance. If inheritability and locality of a method definition rely on the facts
stored in the database, then we call such inheritance data-dependent; other-
wise, it is data-independent.

(4) Overriding by intermediate superclasses. Here we are also interested in
whether the semantics takes into account the interactions between value in-
heritance and code inheritance.

(5) Nonmonotonic inheritance from multiple superclasses that are incomparable
with respect to subclass relationships. Some proposals avoid the need for
resolving multiple inheritance conflicts by imposing syntactic restrictions on
programs. In such cases, we will say that these proposals do not support
nonmonotonic multiple inheritance.

(6) Meta-programming, by which variables can range over class and method
names.

(7) Late binding. This feature is commonly found in imperative object-oriented
languages such as C++ and Java that support code inheritance. Supporting
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late binding requires resolving method names at runtime, when the class from
which the code is inherited is decided.

There is a large body of work based on Touretzky’s framework of Inheritance
Nets [55]. On one hand, the overriding mechanism in this framework is more so-
phisticated than what is typically considered in the knowledge base context. On the
other hand, this framework supports neither deductive inference via rules nor dy-
namic class hierarchies, which makes it too weak for many applications of knowledge
bases. [36] surveys several different approaches to computing inheritance semantics
based on Inheritance Nets. We will not discuss this framework any further here.

There is also a large body of work on extending traditional relational database
systems with object-oriented features. But most proposals do not support deduction
via inference rules, which, as we saw, prevents the main difficulty in defining inher-
itance semantics. Therefore we will not discuss such works. For a comprehensive
survey on these works we refer the readers to [33].

Ullman surveyed several deductive object-oriented database systems in [56]. How-
ever, his main concerns were object identity and dynamic typing, which are orthogonal
to our concerns.

Although F-logic [31, 32] resolved many semantic and proof-theoretic issues in
object-oriented knowledge bases, the original semantics for inheritance in F-logic was
defined through a nondeterministic inflationary fixpoint [32], which was not matched
by a corresponding model theory. The original F-logic fixpoint procedure was known
to produce questionable results (cf. Section 2.5) when inheritance and deduction
interact. Moreover, only value inheritance was considered in the original F-logic.

Ordered Logic [35, 34] includes certain abstractions of the object-oriented
paradigm. In this framework, both positive and negative literals are allowed in rule
heads, and inference rules are grouped into a set of modules that collectively form
a static class hierarchy. Although Ordered Logic supports overriding and propaga-
tion of rules among different modules, the idea of late binding is not built into the
logic. Since it is primarily committed to resolving inconsistency between positive and
negative literals, its semantics has a strong value-based value inheritance flavor.

Abiteboul et al. [1] propose a framework for implementing inheritance that is
based on program rewriting using Datalog with negation. In spirit this implementa-
tion is close to our implementation in Flora-2. However, [1] lacks strong theoretical
underpinnings, such as an independent model-theoretic formalization. On the prac-
tical side, this framework excludes nonmonotonic multiple inheritance and makes a
strong assumption that programs rewritten by the algorithm in [1] must have a to-
tal (two-valued) well-founded model. This latter assumption does not generally hold
without strong syntactic restrictions that force program stratification.
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In [14], Dobbie and Topor develop a model-theoretic semantics for monotonic
code inheritance in the object-oriented database language Gulog. A special feature
of their language is that all variables in a program must be explicitly typed according
to a separate signature declaration. However, they do not support data-dependent
value inheritance and only consider positive programs with a static class hierarchy.
More importantly, nonmonotonic multiple inheritance is not built into their seman-
tics. Instead, syntactic restrictions are imposed on the programs to avoid multiple
inheritance conflicts.

Jamil and Lakshmanan [29] introduce the deductive object-oriented database lan-
guage ORLog, and propose a model theory for nonmonotonic multiple code inher-
itance. This work discusses the techniques for resolving inheritance conflicts. But
it does not support data-dependent value inheritance and only considers static class
hierarchies.

The work of Bugliesi and Jamil [7] attempts to develop a model theory that
accounts for both value and code inheritance, which bears close resemblance to two-
valued stable models [19]. However, their semantics applies only to programs without
negation in rule bodies (a severe limitation) and does not handle multiple inheritance
conflicts properly, making it monotonic instead. In addition, their framework does
not support data-dependent value inheritance, and more importantly, it does not
provide an algorithm to compute a canonical model under their semantics.

May et al. [43] propose to apply the alternating fixpoint procedure behind the
well-founded semantics to evaluate F-logic programs. However, inheritance is still
dealt with in the same way as in the original F-logic. Deduction and inheritance are
computed in two separate stages and so the computation process has an inflationary
fixpoint flavor. Apart from being ad hoc, this semantics is known to produce counter-
intuitive results when dynamic class hierarchies interact with overriding and multiple
inheritance (cf. Section 2.5).

Recently May and Kandzia [42] show that the original F-logic semantics can be
described using the inflationary extension of Reiter’s Default Logic [48]. In their
framework, inheritance semantics is encoded using defaults. As in [32], F-logic pro-
grams still have a two-valued semantics. However, instead of adopting the full-blown
semantics of Default Logic, which is not even semidecidable, they introduce the in-
flationary extension of it. Their inheritance strategy is inflationary in the sense that
once a fact is derived through inheritance it is never undone. Therefore, a later in-
ference might invalidate the original conditions (encoded as justifications of defaults)
for inheritance (cf. Section 2.5). Moreover, nonmonotonic multiple inheritance is
handled in such a way that when multiple incomparable inheritance sources exist,
one of them is randomly selected for inheritance instead of none (as in our work).
Finally, code inheritance is not considered in [42].
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In [26], Jamil introduces the Datalog++ language which supports encapsulation
and both value and code inheritance. He proposes a series of techniques to tackle
the inheritance problem. Among these, the ideas of locality and context have influ-
enced our approach the most. However, this work does not support dynamic class
hierarchies or meta-programming. Data-dependent value inheritance is not supported
either. Moreover, the inheritance semantics in this work is ad hoc and is defined using
program rewriting (lack of theoretical underpinnings), although it does support late
binding through an elegant completion technique.

A more recent proposal of Jamil [28] adopts a proof-theoretic approach to defining
inheritance semantics. He extends the query language introduced in [26] and provides
new syntax to denote rules with different inheritance types and different inheritance
modes. However, only static class hierarchies are allowed in this framework and the
proof theory does not account for nonmonotonic multiple inheritance. Finally, data-
dependent value inheritance is not supported, since inheritability is defined basically
the same way as in [26].

A number of other works partially address inheritance issues in knowledge bases.
For instance, [38] defines signature-based inheritance, which does not provide an over-
riding mechanism. In [2], inheritance is defined using the framework for modularity
in logic programming developed in [6]. However, this approach does not support
multiple inheritance and dynamic class hierarchies.

3.3 Simulating Code Inheritance

The kind of inheritance considered in the original F-logic [32] as well as in the new
model theory developed by us [60] is value inheritance. Instance method definitions
are not supported at the language level and do not appear in the semantics. However,
it has been shown that value inheritance can simulate code inheritance using the
meta programming feature of F-logic [32], and so pure value inheritance systems are
considered to be more general than pure code inheritance systems.

Example 3.3.1 To see how the simulation works, suppose we want to achieve the
same effect of code inheritance as in the following program by using value inheritance
only.

code c1[m→→V] ← c1[f→→V].
code c2[m→→V] ← c2[g→→V].

c2 :: c1.
o : c1.
o : c2.

The first two rules above define the method m for all instances of the class c1 and
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c2, respectively. Since c2 is a subclass of c1, its definition for m overrides that of
c1. Therefore, the object o inherits the definition for m from c2. Following the
general simulation techniques as described in [32], we can rewrite the above program
as follows.

c1[m name→→m c1].
X[m c1→→V] ← X : c1, X[f→→V].
c2[m name→→m c2].
X[m c2→→V] ← X : c2, X[g→→V].
c2 :: c1.
o : c1.
o : c2.
X[m→→V] ← X[m name→→M], X[M→→V].

In the above program, the new method name m c1 is introduced to implement the
method m for the class c1, and m c2 is introduced to implement the method m for
c2. Moreover, the new method name, m name, is needed, so that the same effect
of code inheritance for the method m can be achieved by having an object inherit
the appropriate method name through m name and then evaluate this method on
itself. This is shown by the last rule in the above program. Thus we can derive
o[m name→→m c2] by value inheritance. And any call to o[m→→V] will result in
a call to o[m c2→→V], and then to o[g→→V]. This exactly what the original code
inheritance would have achieved. 2

Although value inheritance is capable of simulating code inheritance, there are a
number of disadvantages in the simulation:

(1) Programmers bear the burden of introducing new method names that must be
unique in the knowledge base. This problem may be overcome by automatic
program translation, however.

(2) The size of the simulation program increases. In the worst case it can double.

(3) The declarativeness of code inheritance is degraded after simulation, because
it is hard to foresee all the consequences of rewriting.

(4) Redundant information is forced into the canonical model of the rewritten
program. For instance, for the simulation program in Example 3.3.1, its
model has to include atoms like o[m c1→→ x], which are “meaningless” to
users. Therefore, simulation is not friendly to bottom-up processors that
may decide to materialize the entire program.

A much bigger problem is that the general simulation techniques do not naturally
lend themselves to the integration of value and code inheritance. This problem is
illustrated by the following example.
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Example 3.3.2 Let us apply the general simulation techniques to the following pro-
gram which is copied from the previous Example 2.3.3.

code hardwareDept[bonus→→N] ← hardwareDept[sales→→ S], N = S ∗ 10%.
mike : hardwareDept.
mike[bonus→→N] ← mike[sales→→ S], S > 500, N = S ∗ 15%.

We will get the following rewritten program, which contains class and object
method definitions only.

hardwareDept[bonus name→→ bonus hardwareDept].
X[bonus hardwareDept→→N] ← X : hardwareDept, X[sales→→ S], N = S ∗ 10%.
mike : hardwareDept.
X[bonus→→N] ← X[bonus name→→M], X[M→→N].
mike[bonus→→N] ← mike[sales→→ S], S > 500, N = S ∗ 15%.

However, the rewritten program does not function correctly in all cases. The
problem is that the intended overriding semantics between value and code inheritance
is lost after this rewriting. For example, suppose the knowledge base contains the fact
mike[sales→→ 600]. Then according to our model theory for value inheritance, we can
derive both mike[bonus→→ 90] and mike[bonus→→ 60], although only mike[bonus→→ 90]
is expected. 2



Chapter 4

Preliminaries

In this chapter we introduce the background knowledge that is essential to under-
standing the theoretical development in this dissertation. First we introduce the
basic fixpoint theory. Then we cover the well-founded semantics for general logic
programs. The materials in Section 4.1 are mostly borrowed from [37]. And most of
the materials in Section 4.2 are borrowed from [18] and [17].

4.1 Fixpoint Theory

Given a set S, a relation R on S is a subset of R × R. Normally we use the infix
notation xRy to represent (x, y) ∈ R. A relation R on a set S is a partial order if the
following conditions are satisfied:

(1) xRx for all x ∈ S.

(2) for all x, y ∈ S: if xRy and yRx, then x = y.

(3) for all x, y ∈ S: if xRy and yRz, then xRz.

For example, let S be a set and 2S be the set of all subsets of S. Then set inclusion,
⊆, is a partial order on 2S.

We adopt the standard notation and use ≤ to denote a partial order. Let S be a
set with a partial order ≤ and X be a subset of S. Then u ∈ S is an upper bound of
X if x ≤ u for all x ∈ X. Similarly, l ∈ S is a lower bound of X if l ≤ x for all x ∈ X.

Let S be a set with a partial order ≤ and X be a subset of S. Then a ∈ S is the
least upper bound of X, if a is an upper bound of X and a ≤ c for all upper bound c
of X. Similarly, b ∈ S is the greatest lower bound of X, if b is a lower bound of X and
d ≤ b for all lower bound d of X. Clearly, the least upper bound of X is unique if it
exists, and is denoted by lub(X). Similarly, the greatest lower bound of X is unique

20
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if it exists, and is denoted by glb(X).

A partially ordered set L is a complete lattice if lub(X) and glb(X) exist for every
subset X of L. We use the symbol > to denote the top element lub(L) and ⊥ to
denote the bottom element glb(L).

For example, let S be a set and 2S be the set of all subsets of S. Then 2S under
⊆ is a complete lattice. In fact, the least upper bound of a collection of subsets of S
is their union and the greatest lower bound is their intersection. The top element is
S itself and the bottom element is ∅.

Let L be a complete lattice and T : L 7→ L be a mapping. We say T is monotonic
if T(x) ≤ T(y) whenever x ≤ y. Let a ∈ L. We say that a is the least fixpoint of T
if a is a fixpoint of T, i.e., T(a) = a, and a ≤ b for all fixpoint b of T. Similarly, we
can define the greatest fixpoint of T.

Proposition 4.1.1 Let L be a complete lattice and T : L 7→ L be a monotonic
mapping. Then T has a least fixpoint, denoted by lfp(T), and a greatest fixpoint,
denoted by gfp(T). Furthermore, lfp(T) = glb({x |T(x) = x}) = glb({x |T(x) ≤ x})
and gfp(T) = lub({x |T(x) = x}) = lub({x |x ≤ T(x)}).

Proof. See [37].
2

Proposition 4.1.2 Let L be a complete lattice and T : L 7→ L be a monotonic
mapping. Suppose a ∈ L and a ≤ T(a). Then a ≤ gfp(T). Similarly, if b ∈ L and
T(b) ≤ b, then lfp(T) ≤ b.

Proof. See [37].
2

Now we recall some elementary properties of ordinal numbers, which we will simply
refer to as ordinals. Intuitively, the ordinals are what we use to count with. The first
ordinal 0 is defined to be ∅. Then we define 1 = {∅} = {0}, 2 = {∅, {∅}} = {0, 1},
and so on. The first infinite ordinal is ω = {1, 2, . . .}. We can specify an ordering <
on the collection of all ordinals by defining α < β if α ∈ β. If α is an ordinal, the
successor of α is the ordinal α + 1 = α∪ {α}, which is the least ordinal greater than
α. We call α + 1 a successor ordinal. An ordinal is called a limit ordinal if it is not
the successor of any ordinal. The smallest limit ordinal (apart from 0) is ω. After ω
comes ω + 1 = ω ∪ {ω}, ω + 2 = (ω + 1) + 1, and so on. The next limit ordinal is
ω2, which is the set consisting of all n ∈ ω and all ω + m where m ∈ ω. Then come
ω2 + 1, ω2 + 2, . . ., ω3, ω3 + 1, ω3 + 2, . . ., and so on.
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Let L be a complete lattice and T : L 7→ L be a monotonic mapping. We define
the ordinal powers of T as follows:

T↑0 = ⊥ for limit ordinal 0
T↑α = T(T↑α−1) for successor ordinal α
T↑α = lub({T↑β | β < α}) for limit ordinal α 6= 0
T↓0 = > for limit ordinal 0
T↓α = T(T↓α−1) for successor ordinal α
T↓α = glb({T↓β | β < α}) for limit ordinal α 6= 0

Proposition 4.1.3 Let L be a complete lattice with a partial order ≤ and T : L 7→ L
be a monotonic mapping. Suppose α and β are ordinals. Then:

(1) for all α: T↑α ≤ lfp(T).

(2) for all α, β: if α < β then T↑α ≤ T↑β.

(3) there exists α such that T↑β = lfp(T) whenever β ≥ α.

(4) for all α: gfp(T) ≤ T↓α.

(5) for all α, β: if α < β then T↓β ≤ T↓α.

(6) there exists α such that T↓β = gfp(T) whenever β ≥ α.

Finally, we outline the principle of transfinite induction, which is frequently used
in the proofs throughout this dissertation. Let P (α) be a property about ordinals.
Assume that for all ordinal β, if P (γ) holds for all γ < β, then P (β) holds. Then
P (α) holds for all ordinal α.

4.2 Well-Founded Semantics

A general logic program is a finite set of rules which may have both positive and
negative subgoals (also called literals) in their bodies. For instance, the following rule
has a positive subgoal, p(X), and a negative subgoal, ¬ r(X).

p(X)← q(X),¬ r(X)

p(X) is the head of the rule while the rest (i.e., q(X),¬ r(X)) is the body of the rule.

It is desirable to associate one Herbrand model with a general logic program and
think of that model as the “meaning” of the program, or its “declarative seman-
tics”. Ideally, queries directed to the program would be answered in accordance
with this model. The well-founded semantics for general logic programs was pro-
posed by Van Gelder et al. [18]. It assigns a unique, three-valued Herbrand model,
called well-founded model , to every general logic program. The alternating fixpoint
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computation, which is widely used to compute well-founded models of general logic
programs, was introduced by Van Gelder [17]. Przymusinski also gave different char-
acterizations of the well-founded semantics [44] and later showed that the well-founded
semantics coincides with the three-valued stable semantics [45].

Given a general logic program P, its Herbrand universe, HUP, is the set of ground
(i.e., variable-free) terms that use the function symbols and constants that appear in
the program. The Herbrand base, HBP, of P is the set of atomic formulas formed by
predicate symbols in the program whose arguments are in the Herbrand universe.

The Herbrand instantiation, ground(P), of a general logic program P is the set of
rules obtained by substituting terms in the Herbrand universe for variables in every
possible way. A ground rule is one in the Herbrand instantiation. Although general
logic programs are assumed to be a finite set of rules, their Herbrand instantiations
may well be infinite. We shall be considering Herbrand instantiations while defining
the well-founded semantics.

A three-valued interpretation I of a general logic program P is a triple, 〈T; U; F 〉,
where T, U, and F are subsets of HBP and pairwise disjoint. Moreover, T∪U∪ F =
HBP. The atoms in T are true while the atoms in U are undefined and the atoms
in F are false. Intuitively, “undefined” means possibly true or possibly false. Clearly,
if any two of the three sets T, U, and F are known, then the remaining set can be
decided. Sometimes when we write down a three-valued interpretation, we will only
show a pair of sets and omit the other one.

Given an interpretation I = 〈T; U; F 〉 and a positive subgoal L, we say that L is
true in I if L ∈ T and L is false in I if L ∈ F. Similarly, for a negative subgoal ¬ L,
we say that ¬ L is true in I if L ∈ F and ¬ L is false in I if L ∈ T.

Well-founded models are three-valued interpretations. In the original well-founded
semantics [18], well-founded models are defined in terms of the set of atoms that are
true (T) and the set of atoms that are false (F). However, under the alternating
fixpoint semantics [17], well-founded models can be defined in terms of the set of
atoms that are true (T) and the set of atoms that are undefined (U).

First we will introduce the declarative semantics of well-founded models as defined
in [18]1 . A very important notion is concerned with the so-called unfounded sets.

Definition 4.2.1 (Unfounded Sets) Let P be a general logic program and I be a
three-valued interpretation. We say A ∈ HBP is an unfounded set with respect to I, if
each atom p ∈ A satisfies the following condition: for each ground rule R ∈ ground(P)
whose head is p, either

(1) Some (positive or negative) subgoal in the rule body of R is false in I; or

(2) Some positive subgoal in the rule body of R belongs to A.

1We slight depart from the syntax of three-valued interpretations in [18].
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Intuitively, the interpretation I in the above definition can be considered as the
(partial) information that is known about the intended model of P. On one hand, rules
satisfying condition (1) are not usable for further derivations since their hypotheses
are already known to be false. On the other hand, condition (2) is the unfoundedness
condition: among all the rules that might still be usable to derive something in the set
A, each requires an atom in A be true — a deadlock situation. In other words, there
is no one atom in A which can be first established as true by the rules of P (starting
from ”knowing” I). Consequently, if we choose to infer that some or all atoms in
A are false, there is no way we could later infer that one in A is true. Essentially,
under the well-founded semantics, all atoms in an unfounded set are simultaneously
inferred to be false.

We can define a union operator, ∪, an intersection operator, ∩, and a partial order,
�, on three-valued interpretations. Let I1 = 〈P1; Q1 〉 and I2 = 〈P2; Q2 〉 be two
three-valued interpretations (in two-set notation), where P1, P2 are sets of atoms that
are true and Q1, Q2 are sets of atoms that are false. Then I1∪I2 = 〈P1∪P2; Q1∪Q2 〉.
Similarly, I1 ∩ I2 = 〈P1 ∩ P2; Q1 ∩Q2 〉. Finally, I1 � I2 iff P1 ⊆ P2 and Q1 ⊆ Q2.

Clearly, given a general logic program P, the set of three-valued interpretations,
whose elements are atoms in HBP, constitutes a complete lattice with the partial
order �. For a set of three-valued interpretations, its least upper bound can be
computed using the ∪ operator while its greatest lower bound can be computed using
the ∩ operator.

Next we introduce the operators that are needed to define well-founded models.

Definition 4.2.2 The operators TP, UP, and WP are defined for a general logic
program P. Both TP and UP take a three-valued interpretation as input and generate
a set of atoms. The operator WP takes a three-value interpretation as input and
generates a new three-valued interpretation as follows:

WP(I) = 〈TP(I);UP(I) 〉, where

TP(I) =

{
p

∣∣∣∣
there is a ground rule R in ground(P) such that the head
of R is p, and each subgoal in the body of R is true in I

}

UP(I) = the greatest unfounded set of P with respect to I

Note that in the three-valued interpretation which is returned by WP(I), the set
TP(I) contains those atoms that are true, whereas UP(I) contains those atoms that
are false.

Lemma 4.2.1 TP, UP, and WP are monotonic when P is fixed.

It follows that there always exists a (unique) least fixpoint of WP by Proposi-
tion 4.1.1. Now we are ready to define well-founded models.
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Definition 4.2.3 Let P be a general logic program. The well-founded model of P is
defined as the least fixpoint of WP.

Definition 4.2.4 Let P be a general logic program and α range over all countable
ordinals. The interpretations Iα and I∞, whose elements are atoms in HBP, are
defined as follows:

I0 = 〈 ∅; ∅ 〉 for limit ordinal 0

Iα = WP(Iα−1) for successor ordinal α

Iα =
⋃

β<α

Iβ for limit ordinal α 6= 0

I∞ =
⋃

α

Iα

Then it follows that WP = I∞, by Proposition 4.1.3. In other words, I∞ is
equivalent to the well-founded model.

Next we will present a different characterization of the well-founded semantics,
which is based on the alternating fixpoint computation introduced by Van Gelder [17].
Note that in contrast to the previous characterization which is defined in terms of the
set of atoms that are true and the set of atoms that are false, this characterization
is defined in terms of the set of atoms that are true and the set of atoms that are
undefined.

Definition 4.2.5 Let P be a general logic program and I be a subset of HBP. The
operator CP,I takes as input a set of atoms, J, and generates another set of atoms.

CP,I(J) =





H

∣∣∣∣∣∣∣

There is H← A1, . . . , Am,¬B1, . . . ,¬Bn ∈ ground(P),
m ≥ 0, n ≥ 0, Ai (1 ≤ i ≤ m) and Bj (1 ≤ j ≤ n) are pos-
itive literals, and Ai ∈ J for all 1 ≤ i ≤ m, Bj /∈ I for all
1 ≤ j ≤ n.





Lemma 4.2.2 CP,I is monotonic when P and I are fixed.

It follows that CP,I has a unique least fixpoint. Having defined CP,I we can
introduce two more operators.

Definition 4.2.6 Let P be a general logic program and I be a subset of HBP. The
operators SP and AP are defined as follows:

SP(I)
def
= lfp(CP,I)

AP(I)
def
= SP(SP(I))

Lemma 4.2.3 SP is antimonotonic and AP is monotonic when P is fixed.
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It follows that AP has a unique least fixpoint, lfp(AP). The following proposition
gives a different characterization of the well-founded semantics.

Proposition 4.2.4 The well-founded model, 〈T; U 〉, of a general logic program P,
where T is the set of atoms that are true and U is the set of atoms that are false, can
be computed as follows:

T = lfp(AP)

U = SP(lfp(AP))− lfp(AP)

In the sequel, we will frequently refer to this characterization of the well-founded
semantics that is based on the alternating fixpoint computation.



Chapter 5

Three-Valued Semantics

In this chapter, we will first introduce the syntax of our simple, rule-based query
language, which is a subset of the original F-logic language but powerful enough to
specify class hierarchies and multivalued method definitions. Then we will develop a
three-valued semantics for F-logic programs written in this language.

5.1 Syntax

To develop our model theory for value and code inheritance, here we focus on a small
subset of F-logic, which includes only three kinds of atoms: those that represent class
memberships, those that represent subclass relationships, and those that represent
multivalued method specifications.

An atom of the form o : c says that o is a member of the class c, while s :: c says
that s is a subclass of c (so c is a superclass of s, but not necessarily an immediate
superclass of s), and s[m→→ v] specifies that s has a multivalued method, m, whose
return value is a set, and v is one of the members in that set. If s represents a class,
then s[m→→ v] represents an inheritable1 multivalued class method specification (i.e.,
the value of this method can be inherited by all members of this class). If s represents
an object, then s[m→→ v] represents a multivalued object method specification.

The symbols o, c, s, m, and v in the above atomic formulas are first-order terms
that represent object IDs. Moreover, the terms that represent these entities in a
program can contain variables and thus they can represent multiple objects, one per
variable instantiation. This design makes meta-programming in F-logic as natural as
querying.

1Note that we slightly depart from the syntax of F-logic and use →→ instead of ?→→ to represent
inheritable multivalued class methods.

27
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Let A be any atom. A literal of the form A is called a positive literal while a literal
of the form ¬A is called a negative literal. An F-logic program is a finite set of rules
where all variables are universally quantified. There are two kinds of rules: V-rules
and C-rules. In general, V-rules represent definitions for class memberships, subclass
relationships, inheritable class methods, and object methods, while C-rules represent
instance method definitions only.

A V-rule has the following form:

∀(H← L1 ∧ . . . ∧ Ln)

where n ≥ 0, H is a positive literal, and Li (0 ≤ i ≤ n) is either a positive or a negative
literal. H is called the head of the rule and can be any positive F-logic literal. The
conjunction of Li’s is called the body of the rule. The symbol ∀ indicates that all
variables appearing in this rule are universally quantified. Following the standard
convention, we will omit universal quantifiers in the rules and simply write

H← L1, . . . , Ln

A C-rule represents a piece of code that specifies an instance method definition.
A C-rule has the following form:

code c[m→→ v]← L1, . . . , Ln

It is similar to a V-rule except that a C-rule is marked with the special keyword
code and its rule head must be a multivalued method specification. Given the above
C-rule, we will say that it specifies the instance method m for the class c.

We will use uppercase names to denote variables and lowercase names to denote
constants. A rule with an empty body is called a fact. So a V-rule with an empty
body is called a V-fact and a C-rule with an empty body is called a C-fact. When
writing down the facts, we will omit the implication symbol and simply show the
head.

5.2 Three-Valued Interpretations

As illustrated by the motivating examples in Section 2.5, inheritance candidacy can
be invalidated by a subsequent derivation, which suggests the use of the stable model
semantics [19] or the well-founded semantics [18]. In this dissertation we adopt the
latter. Since well-founded models are three-valued and the original F-logic models
were two-valued [32], we need to define a suitable three-valued semantics for F-logic
programs first.
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The Herbrand universe of an F-logic program P, denoted HUP, consists of all
the ground (i.e., variable-free) terms constructed using the function symbols and
constants found in the program.

The Herbrand instantiation of an F-logic program P, denoted ground(P), is the set
of rules obtained by consistently substituting all the terms in HUP for all variables in
every rule of P. Although the program P is finite, its Herbrand instantiation may well
be infinite. For the semantics to be discussed in this dissertation, we only consider
the Herbrand instantiation of a program.

The Herbrand base of an F-logic program P, denotedHBP, consists of the following
sorts of atoms: o : c, s :: c, s[m→→ v] s

local, o[m→→ v] c
value, and o[m→→ v] c

code, where o, c,
s, m, and v are terms from HUP.

A three-valued interpretation I of an F-logic program P is a pair 〈T; U 〉, where
T and U are disjoint subsets of the Herbrand base HBP of P. The set T contains all
atoms that are true in I and U contains all atoms that are undefined in I. The set
F of all atoms that are false in I is defined as F = HBP − (T ∪ U). A three-valued
interpretation I = 〈T; U 〉 is called two-valued if U = ∅.

5.3 Truth Valuation Functions

Following [44, 45], we will define the truth valuation functions for atoms, literals, and
V-rules. The atoms in HBP can take one of the three values: t, f , and u. Note that
the truth value u means possibly true or possible false and so carries more “truth”
than the truth value f . Therefore, the ordering among truth values is defined as
follows: f < u < t.

Given an interpretation I = 〈T; U 〉 of an F-logic program P, for any atom A from
HBP we can define a truth valuation function I as follows:

I(A) =





t, if A ∈ T;
u, if A ∈ U;
f , otherwise.

Moreover, for any Ai ∈ HBP, 1 ≤ i ≤ n:

I(A1 ∧ . . . ∧ An) = min{I(Ai)|1 ≤ i ≤ n}

Next we will extend the truth valuation function I to all V-rules in the Herbrand
instantiation, ground(P), of P.

In an interpretation of an F-logic program, atoms of the form s[m→→ v] s
local capture

the idea that m→→ v is locally defined at s via a V-rule, while atoms of the forms
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o[m→→ v] c
value and o[m→→ v] c

code, where o 6= c, capture the idea that o inherits m→→ v
from c by value and code inheritance, respectively.

Generally, the intuitive reading of a V-rule is as follows: the head of the rule
functions as a local definition while the body of the rule functions as a query. In
particular, if s[m→→ v] is in the head of a rule and the body of the rule is satisfied,
it means that m→→ v is locally defined for s. If s[m→→ v] appears in the body of a
rule, it is a query which tests whether s has a local definition of m→→ v, or s inherits
m→→ v from some superclass by either value or code inheritance.

Therefore, the truth valuation of a ground F-logic literal may be different depend-
ing on whether this literal appears in a rule head or in a rule body. The following
definitions make the above discussion precise.

Definition 5.3.1 Given an interpretation I of an F-logic program P, the truth val-
uation functions Vh

I and Vb

I (h stands for head and b for body) on ground F-logic
literals are defined as follows:

Vh

I (o : c) = I(o : c)

Vh

I (s :: c) = I(s :: c)

Vh

I (s[m→→ v]) = I(s[m→→ v] s
local)

Vb

I (o : c) = I(o : c)

Vb

I (s :: c) = I(s :: c)

Vb

I (o[m→→ v]) = max




I(o[m→→ v] o

local)
I(o[m→→ v] c

value)
I(o[m→→ v] c

code)

∣∣∣∣∣∣
c ∈ HUP





Let L and Li (1 ≤ i ≤ n) be variable-free literals. Then

Vb

I (¬ L) = ¬Vb

I (L)

Vb

I (L1 ∧ . . . ∧ Ln) = min{Vb

I (Li) | 1 ≤ i ≤ n}

where ¬ f = t, ¬u = u, and ¬ t = f .

We have the the following two lemmas regarding some properties of the truth
valuation function Vb

I .

Lemma 5.3.1 Let I = 〈T; U 〉 be an interpretation of an F-logic program P, L be a
ground literal in ground(P), J = 〈T; ∅ 〉, and K = 〈T ∪ U; ∅ 〉:

(1) If L is a positive literal, then Vb

I (L) = t iff Vb

J (L) = t.

(2) If L is a negative literal, then Vb

I (L) = t iff Vb

K(L) = t.

(3) If L is a positive literal, then Vb

I (L) ≥ u iff Vb

K(L) = t.
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(4) If L is a negative literal, then Vb

I (L) ≥ u iff Vb

J (L) = t.

Proof.

(1) If L is a positive literal, then Vb

I (L) = t iff Vb

J (L) = t.

If L = o : c, then Vb

I (o : c) = t, iff I(o : c) = t, iff o : c ∈ T, iff J (o : c) = t, iff
Vb

J (o : c) = t.

If L = s :: c, then Vb

I (s :: c) = t, iff I(s :: c) = t, iff s :: c ∈ T, iff J (s :: c) = t,
iff Vb

J (s :: c) = t.

If L = o[m→→ v], then Vb

I (o[m→→ v]) = t, iff I(o[m→→ v] o
local) = t or

there exists c such that I(o[m→→ v] c
value) = t or I(o[m→→ v] c

code) = t,
iff o[m→→ v] o

local ∈ T or there exists c such that o[m→→ v] c
value ∈ T or

o[m→→ v] c
code ∈ T, iff Vb

J (o[m→→ v]) = t.

(2) If L is a negative literal, then Vb

I (L) = t iff Vb

K(L) = t.

If L = ¬ o : c, then Vb

I (¬ o : c) = t, iff Vb

I (o : c) = f , iff I(o : c) = f , iff
o : c /∈ T ∪ U, iff K(o : c) = f , iff Vb

K(o : c) = f , iff Vb

K(¬ o : c) = t.

If L = ¬ s :: c, then Vb

I (¬ s :: c) = t, iff Vb

I (s :: c) = f , iff I(s :: c) = f , iff
s :: c /∈ T ∪ U, iff K(s :: c) = f , iff Vb

K(s :: c) = f , iff Vb

K(¬ s :: c) = t.

If L = ¬ o[m→→ v], then Vb

I (¬ o[m→→ v]) = t, iff Vb

I (o[m→→ v]) = f , iff
I(o[m→→ v] o

local) = f and I(o[m→→ v] c
value) = f , I(o[m→→ v] c

code) = f for all c,
iff o[m→→ v] o

local /∈ T∪U and o[m→→ v] c
value /∈ T∪U, o[m→→ v] c

code /∈ T∪U for
all c, iffK(o[m→→ v] o

local) = f andK(o[m→→ v] c
value) = f , K(o[m→→ v] c

code) = f
for all c, iff Vb

K(o[m→→ v]) = f , iff Vb

K(¬ o[m→→ v]) = t.

(3) If L is a positive literal, then Vb

I (L) ≥ u iff Vb

K(L) = t.

If L = o : c, then Vb

I (o : c) ≥ u, iff I(o : c) ≥ u, iff o : c ∈ T∪U, iff K(o : c) = t,
iff Vb

K(o : c) = t.

If L = s :: c, then Vb

I (s :: c) ≥ u, iff I(s :: c) ≥ u, iff s :: c ∈ T ∪ U, iff
K(s :: c) = t, iff Vb

K(s :: c) = t.

If L = o[m→→ v], then Vb

I (o[m→→ v]) ≥ u, iff I(o[m→→ v] o
local) ≥ u or

there exists c such that I(o[m→→ v] c
value) ≥ u or I(o[m→→ v] c

code) ≥ u, iff
o[m→→ v] o

local ∈ T ∪ U or there exists c such that o[m→→ v] c
value ∈ T ∪ U or

o[m→→ v] c
code ∈ T ∪ U, iff Vb

K(s[m→→ v]) = t.

(4) If L is a negative literal, then Vb

I (L) ≥ u iff Vb

J (L) = t.

If L = ¬ o : c, then Vb

I (¬ o : c) ≥ u, iff Vb

I (o : c) = I(s : c) ≤ u, iff o : c /∈ T, iff
Vb

J (o : c) = J (o : c) = f , iff Vb

J (¬ o :: c) = t.

If L = ¬ s :: c, then Vb

I (¬ s :: c) ≥ u, iff Vb

I (s :: c) = I(s :: c) ≤ u, iff s :: c /∈ T,
iff Vb

J (s :: c) = J (s :: c) = f , iff Vb

J (¬ s :: c) = t.
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If L = ¬ o[m→→ v], then Vb

I (¬ o[m→→ v]) ≥ u, iff Vb

I (o[m→→ v]) ≤ u, iff
I(o[m→→ v] o

local) ≤ u and I(o[m→→ v] c
value) ≤ u, I(o[m→→ v] c

code) ≤ u for all
c, iff o[m→→ v] o

local /∈ T and o[m→→ v] c
value /∈ T, o[m→→ v] c

code /∈ T for all c, iff
J (o[m→→ v] o

local) = f and J (o[m→→ v] c
value) = f , J (o[m→→ v] c

code) = f for all
c, iff Vb

J (o[m→→ v]) = f , iff Vb

J (¬ o[m→→ v]) = t.

2

Lemma 5.3.2 Let I = 〈A; ∅ 〉 and J = 〈B; ∅ 〉 be interpretations of an F-logic
program P, A ⊆ B, and L be a ground literal in ground(P):

(1) If L is a positive literal and Vb

I (L) = t, then Vb

J (L) = t.

(2) If L is a negative literal and Vb

J (L) = t, then Vb

I (L) = t.

Proof.

(1) If L is a positive literal and Vb

I (L) = t, then Vb

J (L) = t.

If L = o : c, then o : c ∈ A ⊆ B. So Vb

J (o : c) = t.

If L = s :: c, then s :: c ∈ A ⊆ B. So Vb

J (s :: c) = t.

If L = o[m→→ v], then I(o[m→→ v] o
local) = t or there exists c such that

I(o[m→→ v] c
value) = t or I(o[m→→ v] c

code) = t. Thus o[m→→ v] o
local ∈ A ⊆ B

or there exists c such that o[m→→ v] c
value ∈ A ⊆ B or o[m→→ v] c

code ∈ A ⊆ B.
It follows that Vb

J (o[m→→ v]) = t.

(2) If L is a negative literal and Vb

J (L) = t, then Vb

I (L) = t.

If L = ¬ o : c, then Vb

J (o : c) = f . Therefore, o : c /∈ B. So o : c /∈ A and
Vb

I (o : c) = f . It follows that Vb

I (¬ o : c) = t.

If L = ¬ s :: c, then Vb

J (s :: c) = f . So s :: c /∈ B and s :: c /∈ A. Thus
Vb

I (s :: c) = f . It follows that Vb

I (¬ s :: c) = t.

If L = ¬ o[m→→ v], then Vb

J (o[m→→ v]) = f . Thus J (o[m→→ v] o
local) = f

and J (o[m→→ v] c
value) = f , J (o[m→→ v] c

code) = f for all c. It follows that
o[m→→ v] o

local /∈ B and o[m→→ v] c
value /∈ B, o[m→→ v] c

code /∈ B for all c. There-
fore, o[m→→ v] o

local /∈ A and o[m→→ v] c
value /∈ A, o[m→→ v] c

code /∈ A for all c.
So Vb

I (o[m→→ v]) = f and Vb

I (¬ o[m→→ v]) = t.

2

5.4 V-Rule Satisfaction

With the definitions of Vh

I and Vb

I , we can define the truth valuation function I
on ground V-rules. We should note that although the truth valuation function I is
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three-valued when applied to ground atoms, it becomes two-valued when applied to
ground V-rules. Intuitively, a ground V-rule is evaluated to be true if and only if the
truth value of rule head is greater than or equal to the truth value of the rule body.
Formally, we have the following definition.

Definition 5.4.1 Given an interpretation I of an F-logic program P, the truth val-
uation function I on a ground V-rule, H← B, in ground(P), is defined as follows:

I(H← B) =

{
t, if Vh

I (H) ≥ Vb

I (B);
f , otherwise.

And the truth valuation function I on a ground V-fact, H, in ground(P), is defined
as follows:

I(H) =

{
t, if Vh

I (H) = t;
f , otherwise.

We will say that a three-valued interpretation satisfies the V-rules of an F-logic
program, if it satisfies all the ground V-rules of this program.

Definition 5.4.2 (V-Rule Satisfaction) A three-valued interpretation I satisfies
the V-rules of an F-logic program P, if for every V-rule R in ground(P), I(R) = t.



Chapter 6

Inheritance Postulates

Even if an interpretation I satisfies all the V-rules of an F-logic program P, it does not
necessarily mean that I is an intended object model of P, because I must also include
facts that are derived by inheritance. F-logic programs specify only class hierarchies
and method definitions — what needs to be inherited is not explicitly stated. In
fact, as we saw in Section 2.5, defining exactly what should be inherited is a subtle
issue. In our framework, it is the job of the inheritance postulates, which embody the
common intuition behind nonmonotonic multiple inheritance. The purpose of this
chapter is to define these postulates and the associated notion of an object model.

Intuitively, c[m] is an inheritance context for o, if o is a member of the class c,
and m→→ v is locally defined at c for some value v (i.e., c[m→→ v] is defined as a fact
or derived via a V-rule) or there is a C-rule which specifies the instance method m
for the class c. Inheritance context is necessary for inheritance to take place, but is
not sufficient. Indeed, inheritance of the values of m from c might be overridden by
a more specific inheritance context that sits below c along the inheritance path. If
an inheritance context is not overridden by any other inheritance context, then we
call it an inheritance candidate. Inheritance candidates represent potential sources
for inheritance. But there must be exactly one inheritance candidate for inheritance
to take place — having more just leads to a multiple inheritance conflict.

The various concepts to be defined in this chapter come in with two flavors: strong
or weak. The “strong” flavor of a concept requires that all relevant facts be positively
established while the “weak” flavor allows some or all facts to be undefined.

34
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6.1 Inheritance Candidates

Definition 6.1.1 (Local Context) Given an interpretation I of an F-logic pro-
gram P, s[m] is a strong local context, if max{I(s[m→→ v] s

local)|v ∈ HUP} = t. Simi-
larly, s[m] is a weak local context if max{I(s[m→→ v] s

local)|v ∈ HUP} = u.

Definition 6.1.2 (Value Inheritance Context) Given an interpretation I of an
F-logic program P, c[m] is a strong value inheritance context for o, if c 6= o1 and
min{I(o : c),max{c[m→→ v] c

local|v ∈ HUP}} = t . (i.e., the object o is a proper mem-
ber of the class c and c[m] is a strong local context). Similarly, c[m] is a weak value in-
heritance context for o if c 6= o and min{I(o : c),max{c[m→→ v] c

local|v ∈ HUP}} = u .

Definition 6.1.3 (Code Inheritance Context) Given an interpretation I of an
F-logic program P, c[m] is a strong code inheritance context for o, if c 6= o, I(o : c) = t,
and there is a C-rule in P which specifies the instance method m for the class c.
Similarly, c[m] is a weak code inheritance context for o if c 6= o, I(o : c) = u, and
there is a C-rule in P which specifies the instance method m for the class c.

Note that local contexts can only be established via V-rules but not C-rules. The
difference between a value and a code inheritance context is that the former requires
at least one value be established for its class method via a V-rule, whereas the latter
only requires the presence of at least one C-rule which specifies its instance method.

Therefore, if inheritance takes place from a value inheritance context, it is the
values of this class method that will be directly inherited by its members. On the
contrary, when inheritance takes place from a code inheritance context, it is the defi-
nitions of this instance method that will be inherited. Furthermore, these definitions
will be evaluated in the context of individual members, which does not necessarily
entail that a value of this instance method be derived for a member of this class.

When the difference between value and code inheritance is not important, we
will generally use the term inheritance context to refer to either a value or a code
inheritance context. In the following definitions we will see that value and code
inheritance contexts are treated equally as far as overriding is concerned.

Definition 6.1.4 (Overriding) Given an interpretation I of an F-logic program P,
the class s strongly overrides c[m] for o, if s 6= c, I(s :: c) = t, and s[m] is either a
strong value inheritance context or a strong code inheritance context for o.

The class s weakly overrides c[m] for o if the above conditions are relaxed by
allowing s :: c to be undefined and/or allowing s[m] to be a weak inheritance context.
Formally this means that either

(1) I(s :: c) = t and s[m] is a weak inheritance context for o; or

1
c 6= o means that c and o are distinct terms.
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(2) I(s :: c) = u and s[m] is either a weak or a strong inheritance context for o.

Definition 6.1.5 (Value Inheritance Candidate) Given an interpretation I of
an F-logic program P, c[m] is a strong value inheritance candidate for o, denoted
c[m]

sv
;I o, if c[m] is a strong value inheritance context for o, and there is no s that

strongly or weakly overrides c[m] for o.

c[m] is a weak value inheritance candidate for o, denoted c[m]
wv
;I o, if the above

conditions are relaxed by allowing c[m] to be a weak value inheritance context and/or
allowing weak overriding. Formally, this means that there is no s that strongly over-
rides c[m] for o, and either

(1) c[m] is a weak value inheritance context for o; or

(2) c[m] is a strong value inheritance context for o and there is s that weakly
overrides c[m] for o.

Definition 6.1.6 (Code Inheritance Candidate) Given an interpretation I of
an F-logic program P, c[m] is a strong code inheritance candidate for o, denoted
c[m]

sc
;I o, if c[m] is a strong code inheritance context for o, and there is no s that

strongly or weakly overrides c[m] for o.

c[m] is a weak code inheritance candidate for o, denoted c[m]
wc
;I o, if the above

conditions are relaxed by allowing c[m] to be a weak code inheritance context and/or
allowing weak overriding. Formally, this means that there is no s that strongly over-
rides c[m] for o, and either

(1) c[m] is a weak code inheritance context for o; or

(2) c[m] is a strong code inheritance context for o and there is s that weakly
overrides c[m] for o.

Example 6.1.1 As an example, consider an interpretation I = 〈T; U 〉 of an F-logic
program P, where

T = {c1 : c2, c1 : c4, c1 : c5, c2 :: c4, c3 :: c5} ∪

{c2[m→→ a] c2

local, c3[m→→ b] c3

local, c4[m→→ c] c4

local}

U = {c1 : c3}

I and P are illustrated in Figure 5, where solid and dashed arrows represent true and
undefined values, respectively.

In the interpretation I, c2[m] and c4[m] are strong value inheritance contexts for
c1. c5[m] is a strong code inheritance context for c1. On the other hand, c3[m] is a
weak value inheritance context for c1. The class c2 strongly overrides c4[m], while
c3 weakly overrides c5[m]. The context c2[m] is a strong value inheritance candidate
for c1, while c3[m] is a weak value inheritance candidate and c5[m] is a weak code
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inheritance candidate for c1. Finally, c4[m] is neither a strong nor a weak value
inheritance candidate for c1. 2

c1

c5

c3[m−>>b]

c4[m−>>c]

c2[m−>>a]

c1 : c2.
c1 : c5.
c2 :: c4.
c3 :: c5.
c2[m→→ a].
c3[m→→ b].
c4[m→→ c].

code c5[m→→ v] ← c5[f→→ x].

Figure 5: Inheritance Context, Overriding, and Inheritance Candidate

For convenience, we will simply write c[m] ;I o when it does not matter whether
c[m] is a strong or a weak value or code inheritance candidate. Now we are ready to
introduce our postulates for nonmonotonic multiple value and code inheritance.

6.2 Core Inheritance Postulates

Definition 6.2.1 (Positive ISA Transitivity) An interpretation I of an F-logic
program P satisfies the positive ISA transitivity constraint if the positive part of
the class hierarchy is transitively closed, formally, if the following two conditions
hold:

(1) for all s, c: if there is x such that I(s :: x) = t and I(x :: c) = t, then
I(s :: c) = t;

(2) for all o, c: if there is x such that I(o : x) = t and I(x :: c) = t, then
I(o : c) = t.

Definition 6.2.2 (Context Consistency) An interpretation I of an F-logic pro-
gram P satisfies the context consistency constraint, if the following conditions
hold:

(1) for all o, m, v: I(o[m→→ v] o
value) = f and I(o[m→→ v] o

code) = f ;

(2) for all c, m, v: if I(c[m→→ v] c
local) = f , then I(o[m→→ v] c

value) = f for all o;

(3) for all c, m: if there is no C-rule in ground(P) which specifies the instance
method m for the class c, then I(o[m→→ v] c

code) = f for all o, v;

(4) for all o, m: if o[m] is a strong local context, then I(o[m→→ v] c
value) = f and

I(o[m→→ v] c
code) = f for all v, c.
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The context consistency constraint captures the implications of locality and speci-
ficity. The first condition rules out self inheritance. The second condition states that
if m→→ v is not locally defined at c, then no class should inherit m→→ v from c by
value inheritance. The third condition states that if a class c does not specify an
instance method m, then no object should inherit any value of m from c by code
inheritance. The fourth condition states that if m→→ v is locally defined at o, then
this definition should prevent o from inheriting any value of m from other classes.

The following constraint captures the meaning of nonmonotonic multiple value
and code inheritance. Intuitively, we want our semantics for inheritance to have such
a property that if inheritance is allowed, then it should take place from a unique
source.

Definition 6.2.3 (Unique Source Inheritance) An interpretation I of an F-logic
program P satisfies the unique source inheritance constraint, if the following two
conditions hold:

(1) for all o, m, v, c: if I(o[m→→ v] c
value) = t or I(o[m→→ v] c

code) = t, then
I(o[m→→ z] x

value) = f and I(o[m→→ z] x
code) = f for all z, x such that x 6= c.

(2) for all c, m, o: if c[m]
sv
;I o or c[m]

sc
;I o, then I(o[m→→ v] x

value) = f and
I(o[m→→ v] x

code) = f for all v, x such that x 6= c.

(3) for all o, m, v, c: I(o[m→→ v] c
value) = t iff

(i) o[m] is neither a strong nor a weak local context; and

(ii) c[m]
sv
;I o; and

(iii) I(c[m→→ v] c
local) = t; and

(iv) there is no x such that x 6= c and x[m] ;I o.

The first condition above states that if a positive value or code inheritance takes
place from a class, then no value and code inheritance can take place from other
classes.

The second condition states that if a strong value or code inheritance candidate,
c[m], exists, then inheritance of the method m cannot take place from any other source
(because this would be a multiple inheritance conflict). However, inheritance of the
method m can take place from c, if there are no other inheritance candidates and no
local contexts.

The third condition specifies when “positive” value inheritance takes place. An
object o must inherit m→→ v from a class c by value inheritance if and only if: (i) no
value is locally defined for the method m at o; (ii) c[m] is a strong value inheritance
candidate for o; (iii) m→→ v is locally defined at c and is positive; and (iv) there are
no other inheritance candidates — weak or strong — from which o could inherit the
method m.
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6.3 C-Rule Satisfaction

Intuitively, a model of an F-logic program should satisfy all the rules in this program.
In Section 5.4 we have defined the truth valuation function on ground V-rules and
the associated notion of V-rule satisfaction. Now we will extend the truth valuation
function to ground C-rules.

Satisfaction of C-rules, however, is different from that of V-rules, because C-rules
specify instance method definitions for classes. Only when these definitions are in-
herited by individual members of a class should they be satisfied.

When code inheritance takes place, an object inherits the instance method def-
initions from the class to which it belongs. Once inherited, these instance method
definitions are evaluated in the context of individual objects. This corresponds to the
idea of late binding in imperative object-oriented languages like C++ and Java.

In a ground C-rule which specifies an instance method m for a class c, the name c
can be considered as a placeholder that stands for any member of the class c. When
this C-rule is inherited, the name c will be substituted by the oids of individual objects
that belong to this class.

Definition 6.3.1 (Binding) Let R ≡ (code c[m→→ v]← B) be a ground C-rule
which specifies the instance method m for the class c. The binding of R with respect
to o, denoted R||o, is obtained from R by substituting o for every occurrence of c in
R. We will use X c\o to represent the term that is obtained from X by substituting o
for every occurrence of c in X.

Therefore, the truth valuation function will be defined on bindings of ground
C-rules instead of on C-rules directly. Intuitively, when an object inherits the C-rules
from a class, the bindings of these C-rules would act like local definitions for this
object and so should be satisfied similarly to V-rules. However, because only those
C-rules which are inherited need to be satisfied, satisfaction of C-rules depends on
how they are inherited: strongly or weakly.

Definition 6.3.2 (Strong Code Inheritance) Let I be an interpretation of an
F-logic program P and let R ≡ (code c[m→→ v]← B) be a C-rule in ground(P). An
object o strongly inherits R, if the following conditions hold:

(1) c[m]
sc
;I o;

(2) o[m] is neither a strong nor a weak local context;

(3) there is no x 6= c such that x[m] ;I o.

Given a ground C-rule which specifies the instance method m for the class c, we
say that an object o strongly inherits R, if: (i) c[m] is a strong code inheritance
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candidate for o, i.e., c[m] is not overridden by any intermediate classes; (ii) o[m] is
neither a strong nor a weak local context, i.e., o has no locally defined values for the
method m; and (iii) there are no other strong or weak inheritance candidates, i.e.,
there is no multiple inheritance conflict at all.

Definition 6.3.3 (Weak Code Inheritance) Let I be an interpretation of an
F-logic program P and R ≡ code c[m→→ v]← B be a C-rule in ground(P). An
object o weakly inherits R, if the following conditions hold:

(1) c[m]
sc
;I o or c[m]

wc
;I o;

(2) o[m] is not a strong local context;

(3) there is no x 6= c such that x[m]
sv
;I o or x[m]

sc
;I o;

(4) o does not strongly inherit R.

Given a ground C-rule which specifies the instance method m for the class c, we
say that an object o weakly inherits R, if: (i) c[m] is either a strong or a weak code
inheritance candidate for o, i.e., there is no strong evidence that c[m] is overridden by
an intermediate class; (ii) o[m] is not a strong local context, i.e., there is no strong
evidence that o has locally defined values for the method m; (iii) there are no other
strong value or code inheritance candidates, i.e., there is no strong evidence for a
multiple inheritance conflict; and (iv) o does not strongly inherit R.

Given an interpretation I of an F-logic program P, let R be a C-rule in ground(P)
and R||o be the binding of R with respect to o. We can define a function, imodeI , on
bindings of ground C-rules, which returns the “inheritance mode” of a binding:

imodeI(R||o) =





t, if o strongly inherits R;
u, if o weakly inherits R;
f , otherwise.

When imodeI(R||o) = t, we will say that R||o is in strong code inheritance mode.
Similarly, we will say R||o is in weak code inheritance mode if imodeI(R||o) = u.

Note that in an interpretation atoms of the form o[m→→ v] c
code represent those

facts that we can derive after binding a C-rule, which specifies the instance method
m for the class c, with the object o via code inheritance. The truth valuation function
can be extended to ground C-rules as follows.

Definition 6.3.4 Let I be an interpretation, R ≡ (code c[m→→ v]← B) be a
ground C-rule, and F ≡ (code c[m→→ v]) be a ground C-fact. The truth valuation
function I on R||o and F||o (the bindings of R and F with respect to o, respectively)
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is defined as follows:

I(R||o) =





t, if imodeI(R||o) ≥ u and
I(o[m→→ v] c

code) ≥ min{Vb

I (B c\o), imodeI(R||o)};
t, if imodeI(R||o) = f and I(o[m→→ v] c

code) = f ;
f , otherwise.

I(F||o) =





t, if imodeI(R||o) ≥ u and I(o[m→→ v] c
code) ≥ imodeI(R||o);

t, if imodeI(R||o) = f and I(o[m→→ v] c
code) = f ;

f , otherwise.

Note that when imodeI(R||o) = f , i.e., o neither strongly nor weakly inherits R, it
is required that I(o[m→→ v] c

code) = f to satisfy R||o. The intuition behind this is that
if an object cannot inherit a C-rule at all, then the effect of code inheritance should
not be seen in the model. Therefore, strong or weak code inheritance mode should
be a necessary condition for code inheritance to take place.

There is an interesting observation. In the case of strong code inheritance, the
truth valuation function on C-rules will be defined essentially the same way as on
V-rules. Clearly, imodeI(R||o) = t under strong code inheritance. It follows that:
(i) I(o[m→→ v] c

code) ≥ min{Vb

I (B c\o), imodeI(R||o)} iff I(o[m→→ v] c
code) ≥ V

b

I (B c\o);
and (ii) I(o[m→→ v] c

code) ≥ imodeI(R||o) iff I(o[m→→ v] c
code) = t.

The idea of C-rule satisfaction can be simply stated as follows.

Definition 6.3.5 (C-Rule Satisfaction) A three-valued interpretation I satisfies
the C-rules of an F-logic program P, if I(R||o) = t for all C-rule R ∈ ground(P) and
all o ∈ HUP.

6.4 Object Models

We are now ready to state formally what it means to be an object model of an F-logic
program.

Definition 6.4.1 (Object Model) An interpretation I of an F-logic program P is
called an object model of P, if I satisfies both the V-rules and the C-rules in P, plus
the following three postulates: the positive ISA transitivity constraint, the context
consistency constraint, and the unique source inheritance constraint.

Example 6.4.1 Consider the two programs in Figures 6(b) and 6(c) which share the
same class hierarchy as shown in Figure 6(a). Let

C = {c1 : c2, c1 : c3, c2 :: c4, c3 :: c4}
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and I1 = 〈T1; U1 〉 be an interpretation for the program in Figure 6(b), where

T1 = C ∪ {c4[m→→ a] c4

local, c1[m→→ a] c4

value}

U1 = ∅

One can verify that I1 is an object model for the program in Figure 6(b). From I1 we
can see that c4[m] is the unique strong value inheritance candidate for c1 and m→→ a
is locally defined at c4. Therefore, c1 can inherit m→→ a from c4.

Let C be the same set of ISA atoms as before and consider the interpretation
I2 = 〈T2; U2 〉 for the program in Figure 6(c), where

T2 = C ∪ {c2[m→→ b] c2

local, c3[m→→ b] c3

local, c1[m→→ b] c2

value, c1[m→→ b] c3

value}

U2 = ∅

Clearly, I2 satisfies the program in Figure 6(c). But it is not an object model —
the presence of each one of c1[m→→ b] c2

value and c1[m→→ b] c3

value in I2 violates the first
condition of the unique source inheritance constraint.

Finally, consider I3 = 〈T3; U3 〉 for the program in Figure 6(c), where

T3 = C ∪ {c2[m→→ b] c2

local, c3[m→→ b] c3

local, c1[m→→ b] c2

value}

U3 = ∅

However, I3 is not an object model either — the presence of c1[m→→ b] c2

value in I3

violates both the second and the third condition of the unique source inheritance
constraint, because both c2[m] and c3[m] are strong value inheritance candidates for
c1 and c2 6= c3. 2

c3

c4

c1

c2

c1 : c2.
c1 : c3.
c2 :: c4.
c3 :: c4.
c4[m→→ a].

c1 : c2.
c1 : c3.
c2 :: c4.
c3 :: c4.
c2[m→→ b].
c3[m→→ b].

(a) (b) (c)

Figure 6: Unique Source Inheritance

It is worth pointing out the difference between source-based and value-based ap-
proaches to nonmonotonic multiple inheritance. Suppose c2[m] and c3[m] are both
strong inheritance candidates for c1, where c2 6= c3. In the source-based approach c1

has a multiple inheritance conflict on the method m regardless of the return values
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of the method m in c1 and c2. On the contrary, in the value-based approach, no
conflict would occur if m returns the same set of values in both classes c2 and c3.
For instance, the above interpretation I2 for the program in Figure 6(c) would be an
object model under the value-based approach, since m returns the same set of values,
{b}, in c2 and c3. However, value-based nonmonotonic multiple inheritance requires
higher-order reasoning and is expensive to compute. In this dissertation we consider
only source-based inheritance.

6.5 Optimistic Inheritance Postulates

The constraints introduced so far capture the intuition behind the “definite” part
of an object model, i.e., the true and the false components. We view them as core
postulates that any reasonable object model must obey. However, we still need to
assign a meaning to the undefined part of an object model. Since “undefined” means
either possibly true or possibly false, intuitively we want the conclusions drawn from
undefined facts to remain undefined. In other words, the semantics should be “closed”
with regard to undefined facts. As a consequence, although it might seem tempting
to “jump” to negative conclusions from undefined facts in some cases (e.g., if there
are multiple weak inheritance candidates), our semantics is biased towards undefined
conclusions, which is why we call it “optimistic”.

Definition 6.5.1 (Optimistic ISA Transitivity) An interpretation I of an
F-logic program P satisfies the optimistic ISA transitivity constraint if the unde-
fined part of the class hierarchy is transitively closed, formally, if the following two
conditions hold:

(1) for all s, c: if there is x such that I(s :: x ∧ x :: c) = u and I(s :: c) 6= t, then
I(s :: c) = u;

(2) for all o, c: if there is x such that I(o : x ∧ x :: c) = u and I(o : c) 6= t, then
I(o : c) = u.

Definition 6.5.2 (Optimistic Inheritance) An interpretation I of an F-logic
program P satisfies the optimistic inheritance constraint, if for all o, m, v, c:
I(o[m→→ v] c

value) = u iff

(i) o[m] is not a strong local context; and

(ii) c[m]
sv
;I o or c[m]

wv
;I o; and

(iii) I(c[m→→ v] c
local) ≥ u; and

(iv) there is no x 6= c such that x[m]
sv
;I o or x[m]

sc
;I o; and

(v) I(o[m→→ v] c
value) 6= t.
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The optimistic inheritance constraint captures the intuition behind multiple in-
heritance based on undefined knowledge. The first condition above states when opti-
mistic value inheritance takes place while the second condition states when optimistic
code inheritance takes place.

An object o optimistically inherits m→→ v from a class c by value inheritance if and
only if: (i) there is no strong evidence that the method m has a locally defined value at
o; (ii) c[m] is either a strong or a weak value inheritance candidate for o; (iii) m→→ v
is locally defined at c; (iv) there are no other strong inheritance candidates that
can invalidate value inheritance from c (by the unique source inheritance constraint);
and (v) o cannot positively inherit m→→ v from c by value inheritance.



Chapter 7

Computation

In this chapter we will define a series of operators. These operators form the basis
of a bottom-up computation procedure which will be used to compute object models
for F-logic programs.

7.1 Extended Atom Sets

First we need to extend the definition of an interpretation in Section 5.2 to include
book-keeping information used by the computation. The book-keeping information
will be projected out when the final object model is produced.

The extended Herbrand base of an F-logic program P, denoted ĤBP, consists of
atoms from HBP and auxiliary atoms of the forms c[m]

v
; o and c[m]

c
; o, where

c, m, and o are terms from HUP. During the computation, we will use auxiliary
atoms of the forms c[m]

v
; o and c[m]

c
; o to approximate value and code inheritance

candidates, respectively.

An extended atom set is a subset of ĤBP. In the sequel, we will use symbols with
a hat (e.g., Î ) to denote extended atom sets. The projection of an extended atom set

Î , denoted π( Î ), is Î with the auxiliary atoms removed.

Lemma 7.1.1 Let Î and Ĵ be extended atom sets:

(1) If Î ⊆ Ĵ , then π( Î ) ⊆ π( Ĵ ).

(2) π( Î ∪ Ĵ ) = π( Î ) ∪ π( Ĵ )

(3) π( Î − Ĵ ) = π( Î )− π( Ĵ )

Frequently we will need to compare a normal atom set with the projection of an
extended atom set to test for set inclusion. Without complicating the presentation

45
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we will usually omit the project function and just write the extended atom set, when
its intended usage is clear from the context.

It is straightforward to extend the definitions of the truth valuation functions in
Section 5.3 to extended atom sets, since the auxiliary atoms do not occur in F-logic
programs. Formally, given an extended atom set Î , let I = 〈π( Î ); ∅ 〉. We define:

valh
Î
(H)

def
= Vh

I (H), for a ground rule head

valb
Î
(B)

def
= Vb

I (B), for a ground rule body

val
Î
(R)

def
= I(R), for a ground V-rule

val
Î
(R||o)

def
= I(R||o), for a binding of a ground C-rule

7.2 Operators

The computation to be defined in this section extends the alternating fixpoint com-
putation in [17]. The new element here is the book-keeping mechanism for recording
inheritance information.

Definition 7.2.1 Given a ground literal L of an F-logic program P and an atom
A ∈ HBP, we say that L matches A, if one of the following conditions is true:

(1) L = o : c and A = o : c

(2) L = s :: c and A = s :: c

(3) L = s[m→→ v] and A = s[m→→ v] s
local

Definition 7.2.2 (V-Rule Consequence Operator VC
P, Î ) The V-rule conse-

quence operator, VC
P, Î , is defined for an F-logic program P and an extended atom

set Î . It takes as input an extended atom set, Ĵ , and generates a new extended atom
set as follows:

VC
P, Î ( Ĵ ) =





A

∣∣∣∣∣∣∣∣∣∣

There is a V-rule, H← L1, . . . , Ln, in ground(P), such that
H matches A and for every literal Li (1 ≤ i ≤ n):

(i) if Li is positive, then valb
Ĵ
(Li) = t; and

(ii) if Li is negative, then valb
Î
(Li) = t.





The V-rule consequence operator is adopted from the usual alternating fixpoint
computation. It derives new facts, including class memberships, subclass relation-
ships, and local method definitions for classes and objects, from the V-rules in an
F-logic program.
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Definition 7.2.3 (Inheritance Blocking Operator IBP) The inheritance block-
ing operator, IBP, is defined for an F-logic program P. It takes as input an extended
atom set, Î , and generates the following set of atoms:

IBP( Î ) =
{

lc(o, m) | ∃ v, such that o[m→→ v] o
local ∈ Î

}
∪

{
mc(c, m, o)

∣∣∣ ∃ x 6= c such that x[m]
v
; o ∈ Î or x[m]

c
; o ∈ Î

}
∪





ov(c, m, o)

∣∣∣∣∣∣∣∣

∃ x such that: (i) x 6= c, x 6= o, x :: c ∈ Î , o : x ∈ Î ;

and (ii) ∃ v such that x[m→→ v] x
local ∈ Î or there is

a C-rule in ground(P) which specifies the instance
method m for the class x.





The inheritance blocking operator is an auxiliary operator used in defining the
C-rule consequence operator and the inheritance consequence operator below. It
returns the book-keeping information that is needed in deciding what can be inherited
and which ones are the inheritance candidates.

Intuitively, lc(o, m) means that the method m is locally defined at o; mc(c, m, o)
means that inheritance of the method m from c to o is not possible due to a multiple
inheritance conflict (as manifested by the existence of either a value or a code inher-
itance candidate that is different from c); ov(c, m, o) means that inheritance of the
method m from c to o would be overridden by another class that stands between o
and c in the class hierarchy. From the definition we can see that a class must have a
locally defined value for a method or have an instance method definition to be able
to override inheritance from its superclasses.

Lemma 7.2.1 Given an interpretation I = 〈T; U 〉 of an F-logic program P:

(1) for all c, m, o: there is x such that x strongly overrides c[m] for o iff
ov(c, m, o) ∈ IBP(T).

(2) for all c, m, o: there is x such that x strongly or weakly overrides c[m] for o
iff ov(c, m, o) ∈ IBP(T ∪ U).

Proof.

By Definition 6.1.4 and Definition 7.2.3.
2

Lemma 7.2.2 Given an interpretation I = 〈T; U 〉 of an F-logic program P:

(1) for all c, m, o: c[m]
sv
;I o iff (i) c 6= o, o : c ∈ T; (ii) c[m→→ v] c

local ∈ T for
some value v; and (iii) ov(c, m, o) /∈ IBP(T ∪ U).

(2) for all c, m, o: c[m]
sc
;I o iff (i) c 6= o, o : c ∈ T; (ii) there is a

C-rule in ground(P) which specifies the instance method m for the class c;
and (iii) ov(c, m, o) /∈ IBP(T ∪ U).
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(3) for all c, m, o: c[m]
sv
;I o or c[m]

wv
;I o iff (i) c 6= o, o : c ∈ T ∪ U;

(ii) c[m→→ v] c
local ∈ T ∪ U for some value v; and (iii) ov(c, m, o) /∈ IBP(T).

(4) for all c, m, o: c[m]
sc
;I o or c[m]

wc
;I o iff (i) c 6= o, o : c ∈ T ∪ U; (ii) there

is a C-rule in ground(P) which specifies the instance method m for the class
c; and (iii) ov(c, m, o) /∈ IBP(T).

(5) for all c, m, o: c[m] ;I o iff (i) c 6= o, o : c ∈ T∪U; (ii) c[m→→ v] c
local ∈ T∪U

for some value v or there is a C-rule in ground(P) which specifies the instance
method m for the class c; and (iii) ov(c, m, o) /∈ IBP(T).

Proof.

By Definitions 6.1.5 and 6.1.6 and Lemma 7.2.1.
2

Definition 7.2.4 (C-Rule Consequence Operator CC
P, Î ) The C-rule conse-

quence operator, CC
P, Î , is defined for an F-logic program P and an extended atom

set Î . It takes as input an extended atom set, Ĵ , and generates a new extended atom
set as follows:

CC
P, Î ( Ĵ ) =





o[m→→ v] c
code

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

c[m]
c
; o ∈ Ĵ , lc(o, m) /∈ IBP( Î ),

mc(c, m, o) /∈ IBP( Î ), and there is a
C-rule, code H← B, in ground(P)
such that H ≡ c[m→→ v] and for every
literal L ∈ B c\o:

(i) if L is positive, then
valb

Ĵ
(L) = t; and

(ii) if L is negative, then
valb

Î
(L) = t.





The C-rule consequence operator is used to derive new facts as a result of code
inheritance. It is similar to the V-rule consequence operator except that the V-rule
consequence operator is applied to all V-rules whereas the C-rule consequence opera-
tor is applied to only those selected C-rules that could be inherited according to our
inheritance semantics.

Given an object o and a C-rule, code c[m→→ v]← B, which specifies the instance
method m for the class c, in ground(P), we first need to decide whether o can inherit
this instance method definition from c. If so, then we will bind this instance method
definition with respect to o and evaluate it (note that L c\o is obtained from L by
substituting o for every occurrence of c in L). If the rule body is satisfied in the context
of o, we will derive o[m→→ v] c

code to represent the fact that m→→ v is established for
o by inheritance of an instance method definition from c.
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We can decide whether o can inherit code from c by looking up the two sets Ĵ and
IBP( Î ). The object o can inherit the instance method definition of m from the class
c only if the following conditions are true: (i) c[m] is a code inheritance candidate for

o (c[m]
c
; o ∈ Ĵ ); (ii) the method m is not locally defined at o (lc(o, m) /∈ IBP( Î ));

and (iii) there is no multiple inheritance conflict (mc(c, m, o) /∈ IBP( Î )).

Definition 7.2.5 (Inheritance Consequence Operator IC
P, Î ) The inheritance

consequence operator, IC
P, Î , where P is an F-logic program and Î is an extended

atom set, takes as input an extended atom set, Ĵ , and generates a new extended
atom set as follows:

IC
P, Î ( Ĵ )

def
= ICt( Ĵ ) ∪ ICc

P, Î
( Ĵ ) ∪ ICi

P, Î
( Ĵ )

ICt( Ĵ ) =
{

o : c
∣∣∣ ∃ x, such that o : x ∈ Ĵ , x :: c ∈ Ĵ

}
∪

{
s :: c

∣∣∣ ∃ x, such that s :: x ∈ Ĵ , x :: c ∈ Ĵ
}

ICc

P, Î
( Ĵ ) =

{
c[m]

v
; o

∣∣∣∣
o : c ∈ Ĵ , c 6= o, c[m→→ v] c

local ∈ Ĵ ,

and ov(c, m, o) /∈ IBP( Î )

}
∪



c[m]

c
; o

∣∣∣∣∣∣

o : c ∈ Ĵ , c 6= o, there is a C-rule in ground(P)
which specifies the instance method m for the
class c, and ov(c, m, o) /∈ IBP( Î )





ICi

P, Î
( Ĵ ) =

{
o[m→→ v] c

value

∣∣∣∣
c[m]

v
; o ∈ Ĵ , c[m→→ v] c

local ∈ Ĵ ,

lc(o, m) /∈ IBP( Î ), and mc(c, m, o) /∈ IBP( Î )

}

The inheritance consequence operator, IC
P, Î , is the union of three operators:

ICt , ICc

P, Î
, and ICi

P, Î
. The operator ICt is used to perform transitive closure of

the class hierarchy, including class memberships and subclass relationships. Value
and code inheritance candidates are computed by the operator ICc

P, Î
, which relies on

the overriding information provided by IBP( Î ). Finally, the operator ICi

P, Î
derives

new facts by value inheritance. This operator also relies on information provided by
IBP( Î ) to make inheritance decisions.

Definition 7.2.6 (Program Completion Operator T
P, Î ) The program comple-

tion operator, T
P, Î , where P is an F-logic program and Î an extended atom set,

takes as input an extended atom set, Ĵ , and generates a new extended atom set as
follows:

T
P, Î ( Ĵ )

def
= VC

P, Î ( Ĵ ) ∪CC
P, Î ( Ĵ ) ∪ IC

P, Î ( Ĵ )

The program completion operator is simply the union of the V-rule consequence
operator, the C-rule consequence operator, and the inheritance consequence operator.
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It derives new “local” method definitions (via V-rules in the program), new “contex-
tual” method definitions as a result of binding instance method specifications with
class members (via C-rules in the program), new inherited facts (by value and code
inheritance), plus inheritance candidacy information that is used to decide which facts
to inherit in the future.

We have the following lemma regarding the monotonicity property of the operators
that we have defined so far.

Lemma 7.2.3

(1) VC
P, Î is monotonic when P and Î are fixed.

(2) IBP is monotonic when P is fixed.

(3) CC
P, Î is monotonic when P and Î are fixed.

(4) ICt is monotonic. ICc

P, Î
and ICi

P, Î
are monotonic when P and Î are fixed.

(5) IC
P, Î is monotonic when P and Î are fixed.

(6) T
P, Î is monotonic when P and Î are fixed.

Given an F-logic program P, the set of all subsets of the extended Herbrand
base ĤBP constitutes a complete lattice where the partial ordering is defined by set
inclusion. Therefore, any monotonic operator, Φ, defined on this lattice has a unique
least fixpoint lfp(Φ) [37].

Definition 7.2.7 (Alternating Fixpoint Operator ΨP) The alternating fixpoint

operator, ΨP, for an F-logic program P takes as input an extended atom set, Î , and
generates a new extended atom set as follows:

ΨP( Î )
def
= lfp(T

P, Î )

Definition 7.2.8 (F-logic Fixpoint Operator FP) The F-logic fixpoint operator,

FP, where P is an F-logic program, takes as input an extended atom set, Î , and
generates a new extended atom set as follows:

FP( Î )
def
= ΨP(ΨP( Î ))

Lemma 7.2.4 Let Î be an extended atom set of an F-logic program P, Ĵ = ΨP( Î ).
Then:

(1) for all c, m, o: if c[m]
v
; o ∈ Ĵ then c 6= o.

(2) for all c, m, o: if c[m]
c
; o ∈ Ĵ then c 6= o.

(3) for all o, m, v, c: o[m→→ v] c
value ∈ Ĵ iff o[m→→ v] c

value ∈ ICi

P, Î
( Ĵ ).
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(4) for all o, m, v, c: o[m→→ v] c
code ∈ Ĵ iff o[m→→ v] c

code ∈ CC
P, Î ( Ĵ ).

(5) for all o, m, v, c: if o[m→→ v] c
value ∈ Ĵ then c 6= o.

(6) for all o, m, v, c: if o[m→→ v] c
code ∈ Ĵ then c 6= o.

Proof.

By Definitions 7.2.7, 7.2.6, 7.2.5, and 7.2.4.
2

Lemma 7.2.5 ΨP is antimonotonic when P is fixed.

Proof.

We want to show that for any extended atom sets Î and Ĵ : if Î ⊇ Ĵ , then
ΨP( Î ) ⊆ ΨP( Ĵ ). Let α range over all countable ordinals, define:

X̂ 0 = ∅ Ŷ 0 = ∅ for limit ordinal 0

X̂ α = T
P, Î ( X̂ α−1) Ŷ α = T

P, Ĵ ( Ŷ α−1) for successor ordinal α

X̂ α =
⋃

β<α

X̂ β Ŷ α =
⋃

β<α

Ŷ β for limit ordinal α 6= 0

By Definition 7.2.7 ΨP( Î ) = lfp(T
P, Î ) and ΨP( Ĵ ) = lfp(T

P, Ĵ ). So, by Proposi-

tion 4.1.2, to show that ΨP( Î ) ⊆ ΨP( Ĵ ) it suffices to show that X̂ α ⊆ Ŷ α for any
ordinal α.

The case is trivial for a limit ordinal α. Now suppose α is a successor ordinal.
Then X̂ α = T

P, Î ( X̂ α−1) = VC
P, Î ( X̂ α−1)∪CC

P, Î ( X̂ α−1)∪IC
P, Î ( X̂ α−1) and Ŷ α =

T
P, Ĵ ( Ŷ α−1) = VC

P, Ĵ ( Ŷ α−1) ∪CC
P, Ĵ ( Ŷ α−1) ∪ IC

P, Ĵ ( Ŷ α−1), by Definition 7.2.6.

Therefore, to show that X̂ α ⊆ Ŷ α, it suffices to show that VC
P, Î ( X̂ α−1) ⊆

VC
P, Ĵ ( Ŷ α−1), CC

P, Î ( X̂ α−1) ⊆ CC
P, Ĵ ( Ŷ α−1), and IC

P, Î ( X̂ α−1) ⊆ IC
P, Ĵ ( Ŷ α−1).

Let Î = 〈 Î ; ∅ 〉, X̂ α−1 = 〈 X̂ α−1; ∅ 〉, Ĵ = 〈 Ĵ ; ∅ 〉, Ŷ α−1 = 〈 Ŷ α−1; ∅ 〉.

First we will show that VC
P, Î ( X̂ α−1) ⊆ VC

P, Ĵ ( Ŷ α−1). Let A be any atom

such that A ∈ VC
P, Î ( X̂ α−1). Then by Definition 7.2.2, there must exit a V-rule,

H← L1, . . . , Ln, in ground(P), such that H matches A and for all Li, 1 ≤ i ≤ n: (i) if
Li is a positive literal then Vb

X̂ α−1

(Li) = t; and (ii) if Li is a negative literal then

Vb

Î
(Li) = t. Note that X̂ α−1 ⊆ Ŷ α−1 by the induction hypothesis and Î ⊇ Ĵ . So,

by Lemma 5.3.2, for all Li, 1 ≤ i ≤ n: (i) if Li is a positive literal then Vb

Ŷ α−1

(Li) = t;

and (ii) if Li is a negative literal then Vb

Ĵ
(Li) = t. It follows that A ∈ VC

P, Ĵ ( Ŷ α−1).

Next we will show that CC
P, Î ( X̂ α−1) ⊆ CC

P, Ĵ ( Ŷ α−1). Let o[m→→ v] c
code be

any atom in CC
P, Î ( X̂ α−1). Then by Definition 7.2.4, c[m]

c
; o ∈ X̂ α−1, lc(o, m) /∈
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IBP( Î ), mc(c, m, o) /∈ IBP( Î ), and there must exit a C-rule, code c[m→→ v]← B,
in ground(P), such that for all literal L ∈ B: (i) if L is positive then Vb

X̂ α−1

(L c\o) = t;

and (ii) if L is negative then Vb

Î
(L c\o) = t. Note that X̂ α−1 ⊆ Ŷ α−1 by the induction

hypothesis and IBP( Î ) ⊇ IBP( Ĵ ) by the monotonicity of IBP. So c[m]
c
; o ∈ Ŷ α−1,

lc(o, m) /∈ IBP( Ĵ ), mc(c, m, o) /∈ IBP( Ĵ ), and by Lemma 5.3.2, for all literal L ∈ B:
(i) if L is positive then Vb

Ŷ α−1

(L) = t; and (ii) if L is negative then Vb

Ĵ
(Li) = t. It

follows that o[m→→ v] c
code ∈ CC

P, Ĵ ( Ŷ α−1).

Finally we will show that IC
P, Î ( X̂ α−1) ⊆ IC

P, Ĵ ( Ŷ α−1). Note that X̂ α−1 ⊆

Ŷ α−1 by the induction hypothesis and IBP( Î ) ⊇ IBP( Ĵ ) by the monotonicity of

IBP. Clearly, for any atom A, if A ∈ IC
P, Î ( X̂ α−1) then A ∈ IC

P, Î ( Ŷ α−1), by
Definition 7.2.5.
2

Lemma 7.2.6 FP is monotonic when P is fixed.

Proof.

By Definition 7.2.8 and Lemma 7.2.5.
2



Chapter 8

Stable Object Models

In this chapter we will introduce a special type of object model, called stable object
model, which does not exhibit some of the anomalies in inference. We will formally
prove that a stable object model indeed satisfies all the requirements of an object
model. At the end of this chapter, we will illustrate the relationship between stable
object models and fxipoints through some interesting examples.

8.1 Stable Interpretations

Although V-rule satisfaction, the inheritance postulates, and C-rule satisfaction have
ruled out a large number of unintended interpretations of an F-logic program which
do not satisfy the necessary requirements of an object model, they still do not re-
strict object models tightly enough. In fact, for an F-logic program there may exist
unfounded object models that do not match the common intuition behind inference.
This problem is illustrated by the following example.

c3[m->>b]

c1

c2[m->>a]
c1 : c2.
c3 :: c2.
c2[m→→ a].
c3[m→→ b].
c1 : c3← c1[m→→ b].

Figure 7: Unfounded Inference

Example 8.1.1 Consider the program in Figure 7 and the two-valued object model
I = 〈P; Q 〉, where

P = {c1 : c2, c3 :: c2, c1 : c3, c2[m→→ a] c2

local, c3[m→→ b] c3

local, c1[m→→ b] c3

value},

53
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Q = ∅.

Clearly, I satisfies the V-rules of the program in Figure 7 and all the inheritance pos-
tulates introduced in Chapter 6, including the optimistic ISA transitivity constraint
and the optimistic inheritance constraint. However, we should note that in I the
truths of c1 : c3 and c1[m→→ b] c3

value are not well-founded in that they mutually rely on
the truth of each other as the necessary inference premise. Indeed, the truth of c1 : c3

depends on the literal c1[m→→ b] being satisfied in the body of the last rule. Since
c1[m→→ b] does not appear in the head of any rule, there is no way for m→→ b to be
locally defined for c1. So the satisfaction of the body literal c1[m→→ b] depends on c1

inheriting m→→ b from c3, the only class that has locally defined m→→ b. However,
c1 can inherit m→→ b from c3 only if the truth of c1 : c3 can be established. We can
see that the inference of c1 : c3 and the inference of c1[m→→ b] c3

value are at a deadlock.
Therefore, we should not automatically conclude that both c1 : c3 and c1[m→→ b] c3

value

are true as implied by the program and our semantics for inheritance. 2

Now we will introduce a special class of object models, namely the stable object
models, which do not exhibit the aforementioned anomaly.

Definition 8.1.1 Given an interpretation I = 〈T; U 〉 of an F-logic program P, let

T̂I be the extended atom set constructed by the union of T and the set of auxiliary
atoms corresponding to the strong inheritance candidates in I, and ÛI be the ex-
tended atom set constructed by the union of T, U, and the set of auxiliary atoms
corresponding to the strong and weak inheritance candidates in I, i.e.,

T̂I
def
= T ∪

{c[m]
v
; o | c[m]

sv
;I o} ∪

{c[m]
c
; o | c[m]

sc
;I o}

ÛI
def
= T ∪ U ∪

{c[m]
v
; o | c[m]

sv
;I o or c[m]

wv
;I o} ∪

{c[m]
c
; o | c[m]

sc
;I o or c[m]

wc
;I o}

Definition 8.1.2 (Stable Interpretation) Let I = 〈T; U 〉 be an interpretation of

an F-logic program P. I is called a stable interpretation of P, if T̂I = ΨP(ÛI) and

ÛI = ΨP(T̂I).

Our definition of stable interpretation is closely related to that of stable model
introduced in [19, 45]. The idea is that given an interpretation I of an F-logic program
P, we first resolve all the negative premises both in P and in our semantics for
inheritance using the information in I. The result is a residual positive program
without negation. Then I is called stable if and only if I can reproduce itself by
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resolving the positive premises both in the residual program and in our inheritance
semantics via least fixpoint computation. This is how stable interpretations can
prevent the kind of unfounded inference illustrated in Example 8.1.1.

We should note that in Definition 8.1.2 it is only required that a stable interpre-
tation I = 〈T; U 〉 satisfy a certain computational property with respect to ΨP, i.e.,

T̂I = ΨP(ÛI) and ÛI = ΨP(T̂I). In fact, it turns out that a stable interpretation of
an F-logic program P satisfies all the V-rules and C-rules in P as well as all the core
and optimistic inheritance postulates. We will present the formal proofs in the next
section.

8.2 Properties

Lemma 8.2.1 Let P be an F-logic program and I = 〈T; U 〉 be a stable interpreta-
tion of P:

T̂I = VC
P,ÛI

(T̂I) ∪VC
P,ÛI

(T̂I) ∪ ICt(T̂I) ∪ ICc

P,ÛI

(T̂I) ∪ ICi

P,ÛI

(T̂I)

ÛI = VC
P,T̂I

(ÛI) ∪CC
P,T̂I

(ÛI) ∪ ICt(ÛI) ∪ ICc

P,T̂I

(ÛI) ∪ ICi

P,T̂I

(ÛI)

Proof.

By Definitions 8.1.2, 7.2.7, 7.2.6, and 7.2.5.
2

Proposition 8.2.2 Let I = 〈T; U 〉 be a stable interpretation of an F-logic program
P. Then I satisfies the V-rules of P.

Proof. By contradiction.

Suppose on the contrary I does not satisfy the V-rules of P. Then by Defi-
nitions 5.4.2 and 5.4.1, there is a ground V-rule, H← L1, . . . , Ln, in ground(P),
such that Vh

I (H) < Vb

I (L1 ∧ . . . ∧ Ln). It follows that Vb

I (L1 ∧ . . . ∧ Ln) = t and
Vh

I (H) 6= t, or Vb

I (L1 ∧ . . . ∧ Ln) = u and Vh

I (H) = f .

(1) Vb

I (L1 ∧ . . . ∧ Ln) = t and Vh

I (H) 6= t

It follows that Vb

I (Li) = t for all Li, 1 ≤ i ≤ n, by Definition 5.3.1. So by
Lemma 5.3.1: (i) if Li is a positive literal then valb

T̂I

(Li) = t; and (ii) if

Li is a negative literal then valb
ÛI

(Li) = t. Therefore, for the atom A ∈

HBP such that H matches A, it follows that A ∈ VC
P,ÛI

(T̂I) ⊆ T̂I , by

Definition 7.2.2 and Lemma 8.2.1. Thus I(A) = t, and so Vh

I (H) = I(A) = t
by Definitions 7.2.1 and 5.3.1, a contradiction.
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(2) Vb

I (L1 ∧ . . . ∧ Ln) = u and Vh

I (H) = f

It follows that Vb

I (Li) ≥ u for all Li, 1 ≤ i ≤ n, by Definition 5.3.1. So by
Lemma 5.3.1: (i) if Li is a positive literal then valb

ÛI

(Li) = t; and (2) if

Li is a negative literal then valb
T̂I

(Li) = t. Therefore, for the atom A ∈

HBP such that H matches A, it follows that A ∈ VC
P,T̂I

(ÛI) ⊆ ÛI , by

Definition 7.2.2 and Lemma 8.2.1. Thus I(A) ≥ u, and so Vh

I (H) = I(A) ≥ u
by Definitions 7.2.1 and 5.3.1, a contradiction.

2

Proposition 8.2.3 Let I = 〈T; U 〉 be a stable interpretation of an F-logic program
P. Then I satisfies the positive ISA transitivity constraint.

Proof.

By Definition 6.2.1, we need to show that the following conditions hold:

(1) for all s, c: if there is x such that I(s :: x) = t and I(x :: c) = t, then
I(s :: c) = t;

(2) for all o, c: if there is x such that I(o : x) = t and I(x :: c) = t, then
I(o : c) = t.

Note that for all s, c: I(s :: c) = t iff s :: c ∈ T ⊆ T̂I and for all o, c: I(o : c) = t

iff o : c ∈ T ⊆ T̂I . Suppose s :: x ∈ T ⊆ T̂I and x :: c ∈ T ⊆ T̂I . Then s :: c ∈ ICt(T̂I)

by Definition 7.2.5. It follows that s :: c ∈ ICt(T̂I) ⊆ T̂I , by Lemma 8.2.1. Similarly,

if o : x ∈ T̂I and x :: c ∈ T̂I , then o : c ∈ ICt(T̂I) ⊆ T̂I .
2

Proposition 8.2.4 Let I = 〈T; U 〉 be a stable interpretation of an F-logic program
P. Then I satisfies the context consistency constraint.

Proof.

By Definition 6.2.2, we need to show that the following conditions hold:

(1) for all o, m, v: I(o[m→→ v] o
value) = f and I(o[m→→ v] o

code) = f .

Note that I(o[m→→ v] o
value) = f iff o[m→→ v] o

value /∈ T ∪ U iff o[m→→ v] o
value /∈

ÛI by Definition 8.1.1. Similarly, I(o[m→→ v] o
code) = f iff o[m→→ v] o

code /∈ ÛI .

Since I is a stable interpretation of P and so ÛI = ΨP(T̂I) by Definition 8.1.2,

it follows that o[m→→ v] o
value /∈ ÛI and o[m→→ v] o

code /∈ ÛI for all o, m, v, by
Lemma 7.2.4.

(2) for all c, m, v: if I(c[m→→ v] c
local) = f , then I(o[m→→ v] c

value) = f for all o.
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Let I(c[m→→ v] c
local) = f . Then c[m→→ v] c

local /∈ ÛI . We need to show that

o[m→→ v] c
value /∈ ÛI for all o. Suppose on the contrary there exists o such that

o[m→→ v] c
value ∈ ÛI . Because I is a stable interpretation of P, ÛI = ΨP(T̂I).

It follows that o[m→→ v] c
value ∈ ICi

P,T̂I

(ÛI) by Lemma 7.2.4. Thus c[m]
v
; o ∈

ÛI by Definition 7.2.5. So c[m]
v
; o ∈ ICc

P,T̂I

(ÛI) by Lemma 8.2.1. It follows

that c[m→→ v] c
local ∈ ÛI by Definition 7.2.5, which contradicts the premise.

(3) for all c, m: if there is no C-rule in ground(P) which specifies the instance
method m for the class c, then I(o[m→→ v] c

code) = f for all o, v.

Suppose on the contrary there exist o, v such that I(o[m→→ v] c
code) 6= f . Then

o[m→→ v] c
code ∈ T ∪ U ⊆ ÛI . It follows that o[m→→ v] c

code ∈ ICi

P,T̂I

(ÛI) by

Lemma 7.2.4. Thus c[m]
c
; o ∈ ÛI by Definition 7.2.5 and so c[m]

c
; o ∈

ICc

P,T̂I

(ÛI) by Lemma 8.2.1. So by Definition 7.2.5 there must exist a C-rule

in ground(P) which specifies the instance method m for the class c, a contra-
diction.

(4) for all o, m: if o[m] is a strong local context, then I(o[m→→ v] c
value) = f and

I(o[m→→ v] c
code) = f for all v, c.

Let o[m] be a strong local context. Then there must exist v such that

o[m→→ v] o
local ∈ T ⊆ T̂I by Definition 6.1.1, and so lc(o, m) ∈ IBP(T̂I)

by Definition 7.2.3. Suppose on the contrary there exist v, c such that
I(o[m→→ v] c

value) 6= f . Then o[m→→ v] c
value ∈ T ∪ U ⊆ ÛI . It fol-

lows that o[m→→ v] c
value ∈ ICi

P,T̂I

(ÛI) by Lemma 7.2.4. Thus lc(o, m) /∈

IBP(T̂I) by Definition 7.2.5, a contradiction. Similarly, we can show that
I(o[m→→ v] c

code) = f for all v, c.

2

Proposition 8.2.5 Let I = 〈T; U 〉 be a stable interpretation of an F-logic program
P. Then I satisfies the unique source inheritance constraint.

Proof.

By Definition 6.2.3, we need to show that the following conditions hold:

(1) for all o, m, v, c: if I(o[m→→ v] c
value) = t or I(o[m→→ v] c

code) = t, then
I(o[m→→ z] x

value) = f and I(o[m→→ z] x
code) = f for all z, x such that x 6= c.

Because I is a stable interpretation of P, T̂I = ΨP(ÛI) and ÛI = ΨP(T̂I)
by Definition 8.1.2. If I(o[m→→ v] c

value) = t, then o[m→→ v] c
value ∈ T ⊆

T̂I by Definition 8.1.1. So o[m→→ v] c
value ∈ ICi

P,ÛI

(T̂I) by Lemma 7.2.4.

It follows that c[m]
v
; o ∈ T̂I by Definition 7.2.5. On the other hand, if
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I(o[m→→ v] c
code) = t, then o[m→→ v] c

code ∈ T ⊆ T̂I by Definition 8.1.1. So

o[m→→ v] c
code ∈ CC

P,ÛI
(T̂I) by Lemma 7.2.4. It follows that c[m]

c
; o ∈ T̂I

by Definition 7.2.5. Therefore, I(o[m→→ v] c
value) = t or I(o[m→→ v] c

code) = t

implies c[m]
v
; o ∈ T̂I or c[m]

c
; o ∈ T̂I .

Suppose on the contrary there are z, x such that x 6= c and I(o[m→→ z] x
value) ≥

u. Then o[m→→ z] x
value ∈ T∪U ⊆ ÛI by Definition 8.1.1. So o[m→→ v] x

value ∈

ICi

P,T̂I

(ÛI) by Lemma 7.2.4. Therefore, mc(x, m, o) /∈ IBP(T̂I) by Defini-

tion 7.2.5. Since x 6= c, it follows that c[m]
v
; o /∈ T̂I by Definition 7.2.3,

which is a contradiction. Therefore, I(o[m→→ z] x
value) = f for all z, x such

that x 6= c. Similarly, we can also show that I(o[m→→ z] x
code) = f for all z, x

such that x 6= c.

(2) for all c, m, o: if c[m]
sv
;I o or c[m]

sc
;I o, then I(o[m→→ v] x

value) = f and
I(o[m→→ v] x

code) = f for all v, x such that x 6= c.

Let c[m]
sv
;I o or c[m]

sc
;I o. Suppose on the contrary there exist v, x such

that x 6= c and o[m→→ v] x
value 6= f . Then o[m→→ v] x

value ∈ T ∪ U ⊆ ÛI by

Definition 8.1.1. Because I is a stable interpretation of P, ÛI = ΨP(T̂I)

by Definition 8.1.2. So o[m→→ v] x
value ∈ ICi

P,T̂I

(ÛI) by Lemma 7.2.4. It fol-

lows that mc(x, m, o) /∈ IBP(T̂I) by Definition 7.2.5. However, c[m]
v
; o ∈

T̂I or c[m]
c
; o ∈ T̂I by Definition 8.1.1. Since x 6= c, it follows that

mc(x, m, o) ∈ IBP(T̂I) by Definition 7.2.3, which is a contradiction. There-
fore, I(o[m→→ v] x

value) = f for all v, x such that x 6= c. Similarly, we can also
show that I(o[m→→ v] x

code) = f for all v, x such that x 6= c.

(3) for all o, m, v, c: I(o[m→→ v] c
value) = t iff

(i) o[m] is neither a strong nor a weak local context; and

(ii) c[m]
sv
;I o; and

(iii) I(c[m→→ v] c
local) = t; and

(iv) there is no x such that x 6= c and x[m] ;I o.

“⇒ ”. Because I is a stable interpretation of P, T̂I = ΨP(ÛI) by Def-

inition 8.1.2. Because I(o[m→→ v] c
value) = t, o[m→→ v] c

value ∈ T ⊆ T̂I

by Definition 8.1.1. Thus o[m→→ v] c
value ∈ ICi

P,ÛI

(T̂I) by Lemma 7.2.4,

and so c[m]
v
; o ∈ T̂I , c[m→→ v] c

local ∈ T̂I , lc(o, m) /∈ IBP(ÛI), and

mc(c, m, o) /∈ IBP(ÛI), by Definition 7.2.5. Because lc(o, m) /∈ IBP(ÛI),

it follows that o[m→→ x] o
local /∈ ÛI for all x, by Definition 7.2.3. Thus

I(o[m→→ x] o
local) = f for all x and so o[m] is neither a strong nor a weak local

context, by Definition 6.1.1. Because c[m]
v
; o ∈ T̂I , it follows that c[m]

sv
;I o
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by Definition 8.1.1. c[m→→ v] c
local ∈ T̂I implies I(c[m→→ v] c

local) = t. Be-

cause mc(c, m, o) /∈ IBP(ÛI), it follows that there is no x 6= c such that

x[m]
v
; o ∈ ÛI or x[m]

c
; o ∈ ÛI , by Definition 7.2.3. So there is no x such

that x 6= c and x[m] ;I o, by Definition 8.1.1.

“⇐ ”. Because o[m] is neither a strong nor a weak local context,
I(o[m→→ x] o

local) = f for all x, by Definition 6.1.1. It follows that

o[m→→ x] o
local /∈ T∪U for all x, and so lc(o, m) /∈ IBP(ÛI), by Definitions 8.1.1

and 7.2.3. Because c[m]
sv
;I o, therefore c[m]

v
; o ∈ T̂I by Definition 8.1.1.

Since I(c[m→→ v] c
local) = t, it follows that c[m→→ v] c

local ∈ T ⊆ T̂I . Be-

cause I is a stable interpretation of P, therefore T̂I = ΨP(ÛI), by Defi-

nition 8.1.2. So if we can show that mc(c, m, o) /∈ IBP(ÛI), then it follows

that o[m→→ v] c
value ∈ ICi

P,ÛI

(T̂I) ⊆ T̂I , by Definition 7.2.5 and Lemma 8.2.1.

Suppose on the contrary mc(c, m, o) ∈ IBP(ÛI). Then by Definition 7.2.3,

there is x 6= c such that x[m]
v
; o ∈ ÛI or x[m]

c
; o ∈ ÛI . It follows that

x[m] ;I o by Definition 8.1.1, which contradicts the premise. Therefore,

mc(c, m, o) /∈ IBP(ÛI), and so o[m→→ v] c
value ∈ T̂I , I(o[m→→ v] c

value) = t.

2

Proposition 8.2.6 Let I = 〈T; U 〉 be a stable interpretation of an F-logic program
P. Then I satisfies the C-rules of P.

Proof. By contradiction.

Because I is a stable interpretation of P, T̂I = ΨP(ÛI) and ÛI = ΨP(T̂I) by Def-
inition 8.1.2. Suppose on the contrary I does not satisfy the C-rules of P. Then by
Definition 6.3.5, there are an object o ∈ HUP and a C-rule, R ≡ code c[m→→ v]← B
or R ≡ code c[m→→ v], in ground(P), such that I(R||o) = f . Let us assume that
R ≡ code c[m→→ v]← B (the case of R ≡ code c[m→→ v] is similar). By Defini-
tion 6.3.4, we have the following cases to consider:

(1) imodeI(R||o) = t and I(o[m→→ v] c
code) < Vb

I (B c\o)

Because imodeI(R||o) = t, therefore by Definition 6.3.2: (i) c[m]
sc
;I o and

so c[m]
c
; o ∈ T̂I by Definition 8.1.1; (ii) lc(o, m) is neither a strong nor a

weak local context and so lc(o, m) /∈ IBP(ÛI) by Definitions 7.2.3 and 6.1.1;
and (iii) there is no x 6= c such that x[m] ;I o. It follows that there is no

x 6= c such that x[m]
v
; o /∈ ÛI or x[m]

c
; o /∈ ÛI by Definition 8.1.1. Thus

mc(c, m, o) /∈ IBP(ÛI). Since T̂I ⊆ ÛI , it also follows that c[m]
c
; o ∈ ÛI ,

lc(o, m) /∈ IBP(T̂I), and mc(c, m, o) /∈ IBP(T̂I), by the monotonicity of IBP.

First let us assume that Vb

I (B c\o) = t. Then I(o[m→→ v] c
code) 6= t.

Since Vb

I (B c\o) = t, it follows that Vb

I (L) = t for all L ∈ B c\o, by Def-
inition 5.3.1. So by Lemma 5.3.1: (i) if L is a positive literal then
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valb
T̂I

(L) = t; and (ii) if L is a negative literal then valb
ÛI

(L) = t. Therefore,

o[m→→ v] c
code ∈ CC

P,ÛI
(T̂I) ⊆ T̂I , by Definition 7.2.4 and Lemma 8.2.1.

Thus I(o[m→→ v] c
code) = t, a contradiction.

On the other hand, if Vb

I (B c\o) = u, then I(o[m→→ v] c
code) = f . Since

Vb

I (B c\o) = u, it follows that Vb

I (L) ≥ u for all L ∈ B c\o, by Defi-
nition 5.3.1. So by Lemma 5.3.1: (i) if L is a positive literal then
valb

ÛI

(L) = t; and (2) if L is a negative literal then valb
T̂I

(L) = t. Therefore,

o[m→→ v] c
code ∈ CC

P,T̂I
(ÛI) ⊆ ÛI , by Definition 7.2.2 and Lemma 8.2.1.

Thus I(o[m→→ v] c
code) ≥ u, a contradiction.

(2) imodeI(R||o) = u, I(o[m→→ v] c
code) = f , and Vb

I (B c\o) ≥ u

Because imodeI(R||o) = u, therefore by Definition 6.3.3: (i) c[m]
sc
;I o or

c[m]
wc
;I o, and so c[m]

c
; o ∈ ÛI by Definition 8.1.1; (ii) lc(o, m) is not a

strong local context and so lc(o, m) /∈ IBP(T̂I) by Definitions 7.2.3 and 6.1.1;
and (iii) there is no x 6= c such that x[m]

sv
;I o or x[m]

sc
;I o. It follows that

there is no x 6= c such that x[m]
v
; o /∈ T̂I or x[m]

c
; o /∈ T̂I by Defini-

tion 8.1.1. Thus mc(c, m, o) /∈ IBP(T̂I).

Since Vb

I (B c\o) ≥ u, it follows that Vb

I (L) ≥ u for all L ∈ B c\o, by Def-
inition 5.3.1. So by Lemma 5.3.1: (i) if L is a positive literal then
valb

ÛI

(L) = t; and (2) if L is a negative literal then valb
T̂I

(L) = t. Therefore,

o[m→→ v] c
code ∈ CC

P,T̂I
(ÛI) ⊆ ÛI , by Definition 7.2.2 and Lemma 8.2.1.

Thus I(o[m→→ v] c
code) ≥ u, a contradiction.

(3) imodeI(R||o) = f and I(o[m→→ v] c
code) ≥ u

Because I(o[m→→ v] c
code) ≥ u, therefore o[m→→ v] c

code ∈ U ⊆ ÛI . Thus

o[m→→ v] c
code ∈ CC

P,T̂I
(ÛI) by Lemma 7.2.4. So by Definition 7.2.4,

c[m]
c
; o ∈ ÛI , lc(o, m) /∈ IBP(T̂I), and mc(c, m, o) /∈ IBP(T̂I). Be-

cause c[m]
c
; o ∈ ÛI , so c[m]

sc
;I o or c[m]

wc
;I o, by Definition 8.1.1. Since

lc(o, m) /∈ IBP(T̂I), therefore lc(o, m) is not a strong local context, by Defi-

nitions 7.2.3 and 6.1.1. Because mc(c, m, o) /∈ IBP(T̂I), so there is no x 6= c

such that x[m]
v
; o ∈ T̂I or x[m]

v
; o ∈ T̂I . It follows that there is no

x 6= c such that x[m]
sv
;I o or x[m]

sc
;I o, by Definition 8.1.1. Thus o must

either weakly or strongly inherit R, by Definitions 6.3.3 and 6.3.2. Therefore,
imodeI(R||o) ≥ u, a contradiction.

2

Proposition 8.2.7 Let I = 〈T; U 〉 be a stable interpretation of an F-logic program
P. Then I satisfies the optimistic ISA transitivity constraint.

Proof.
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By Definition 6.5.1, we need to show that the following conditions hold:

(1) for all s, c: if there is x such that I(s :: x ∧ x :: c) = u and I(s :: c) 6= t, then
I(s :: c) = u;

(2) for all o, c: if there is x such that I(o : x ∧ x :: c) = u and I(o : c) 6= t, then
I(o : c) = u.

Suppose I(s :: x∧ x :: c) = u. Then s :: x ∈ T∪U and x :: c ∈ T∪U. It follows that

s :: x ∈ ÛI and x :: c ∈ ÛI , by Definition 8.1.1. So s :: c ∈ ICt(ÛI) by Definition 7.2.5.

Since ÛI = ΨP(T̂I) by Definition 8.1.2, it follows that s :: c ∈ ICt(ÛI) ⊆ ÛI , by
Lemma 8.2.1. Thus I(s :: c) ≥ u. But I(s :: c) 6= t. It follows that I(s :: c) = u.
Similarly, if I(o : x ∧ x :: c) = u and I(o : c) 6= t, then I(o : c) = u.
2

Proposition 8.2.8 Let I = 〈T; U 〉 be a stable interpretation of an F-logic program
P. Then I satisfies the optimistic inheritance constraint.

Proof.

By Definition 6.5.2, we need to show that for all o, m, v, c: I(o[m→→ v] c
value) = u

iff the following conditions hold:

(i) o[m] is not a strong local context;

(ii) c[m]
sv
;I o or c[m]

wv
;I o;

(iii) I(c[m→→ v] c
local) ≥ u;

(iv) there is no x 6= such that x[m]
sv
;I o or x[m]

sc
;I o;

(v) I(o[m→→ v] c
value) 6= t.

“⇒ ”. Because I is a stable interpretation of P, ÛI = ΨP(T̂I), by Defini-

tion 8.1.2. Because o[m→→ v] c
value = u, therefore o[m→→ v] c

value ∈ T∪U ⊆ ÛI , by Def-

inition 8.1.1. Thus o[m→→ v] c
value ∈ ICi

P,T̂I

(ÛI), by Lemma 7.2.4. So c[m]
v
; o ∈ ÛI ,

c[m→→ v] c
local ∈ ÛI , lc(o, m) /∈ IBP(T̂I), and mc(c, m, o) /∈ IBP(T̂I), by Defini-

tion 7.2.5. Because lc(o, m) /∈ IBP(T̂I), it follows that o[m→→ x] o
local /∈ T̂I for all

x, by Definition 7.2.3. So I(o[m→→ v] o
local) 6= t for all x. Thus o[m] is not a strong

local context by Definition 6.1.1. Because c[m]
v
; o ∈ ÛI , it follows that c[m]

sv
;I o or

c[m]
wv
;I o, by Definition 8.1.1. c[m→→ v] c

local ∈ ÛI implies I(c[m→→ v] c
local) ≥ u. Be-

cause mc(c, m, o) /∈ IBP(T̂I), it follows that there is no x 6= c such that c[m]
v
; o ∈ T̂I

or c[m]
c
; o ∈ T̂I . So there is no x 6= c such that c[m]

sv
;I o or c[m]

sc
;I o, by Defini-

tion 8.1.1.

“⇐ ”. Because o[m] is not a strong local context, I(o[m→→ x] o
local) 6= t for

all x, by Definition 6.1.1. It follows that o[m→→ x] o
local /∈ T for all x, and so
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lc(o, m) /∈ IBP(T̂I), by Definitions 8.1.1 and 7.2.3. Because c[m]
sv
;I o or c[m]

wv
;I o,

therefore c[m]
v
; o ∈ ÛI by Definition 8.1.1. Since I(c[m→→ v] c

local) ≥ u, it follows

that c[m→→ v] c
local ∈ T∪U ⊆ ÛI . Because I is a stable interpretation of P, therefore

ÛI = ΨP(T̂I), by Definition 8.1.2. So if we can show that mc(c, m, o) /∈ IBP(T̂I),

then it follows that o[m→→ v] c
value ∈ ICi

P,T̂I

(ÛI) ⊆ ÛI , by Definition 7.2.5 and

Lemma 8.2.1. Suppose on the contrary mc(c, m, o) ∈ IBP(T̂I). Then by Defini-

tion 7.2.3, there is x 6= c such that x[m]
v
; o ∈ T̂I or x[m]

c
; o ∈ T̂I . It follows that

x[m]
sv
;I o or x[m]

sc
;I o, by Definition 8.1.1, which contradicts the premise. There-

fore, mc(c, m, o) /∈ IBP(T̂I), and so o[m→→ v] c
value ∈ ÛI , I(o[m→→ v] c

value) ≥ u. But
I(o[m→→ v] c

value) 6= t. So I(o[m→→ v] c
value) = u.

2

Theorem 8.2.9 Let I = 〈T; U 〉 be a stable interpretation of an F-logic program P.
Then I is an object model of P. Moreover, I satisfies the optimistic ISA transitivity
constraint and the optimistic inheritance constraint.

Proof.

By Definition 6.4.1, Propositions 8.2.2, 8.2.3, 8.2.4, 8.2.5, 8.2.6, 8.2.7, and 8.2.8.

2

Clearly, by Theorem 8.2.9, a stable interpretation indeed satisfies all the require-
ments of an object model. Therefore, from now on a stable interpretation is also
called a stable object model.

8.3 Stable Object Models and Fixpoints

There is an interesting correspondence between stable object models and fixpoints of
FP. On one hand, stable object models are essentially fixpoints of FP. Let I = 〈T; U 〉

be a stable object model of an F-logic program P. Then T̂I = ΨP(ÛI) and ÛI =

ΨP(T̂I), by Definition 8.1.2. It follows that T̂I = ΨP(ÛI) = ΨP(ΨP(T̂I)) = FP(T̂I)

and so T̂I is a fixpoint of FP. Similarly, ÛI is also a fixpoint of FP. Moreover,
T̂I ⊆ ÛI by Definition 8.1.1.

The following proposition shows that stable object models can be constructed
using certain fixpoints of FP.

Proposition 8.3.1 Given an F-logic program P, let Ĵ be a fixpoint of FP, K̂ =
ΨP( Ĵ ), and Ĵ ⊆ K̂ . Then I = 〈π( Ĵ ); π( K̂ ) − π( Ĵ ) 〉, where π is the projection
function defined in Section 7.1, is a stable object model of P.
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Proof.

Let T = π( Ĵ ) and U = π( K̂ )−π( Ĵ ). Thus I = 〈T; U 〉. Since Ĵ ⊆ K̂ , it follows

that π( Ĵ ) ⊆ π( K̂ ) by Lemma 7.1.1. So T ∪ U = π( K̂ ).

To show that I is a stable object model of P, we need to show that T̂I = ΨP(ÛI)

and ÛI = ΨP(T̂I). Since Ĵ is a fixpoint of FP and K̂ = ΨP( Ĵ ), it follows that

Ĵ =ΨP( K̂ ), by Definition 7.2.8. Therefore, if we can show that T̂I = Ĵ and ÛI = K̂ ,
then it follows that I is a stable object model of P.

Since Ĵ = ΨP( K̂ ) = lfp(T
P, K̂ ) and K̂ = ΨP( Ĵ ) = lfp(T

P, Ĵ ), by Definitions 7.2.6
and 7.2.5 it follows that

Ĵ = VC
P, K̂ ( Ĵ ) ∪CC

P, K̂ ( Ĵ ) ∪ ICt( Ĵ ) ∪ ICc

P, K̂
( Ĵ ) ∪ ICi

P, K̂
( Ĵ )

K̂ = VC
P, Ĵ ( K̂ ) ∪CC

P, Ĵ ( K̂ ) ∪ ICt( K̂ ) ∪ ICc

P, Ĵ
( K̂ ) ∪ ICi

P, Ĵ
( K̂ )

First we will show that for all c, m, o: c[m]
v
; o ∈ Ĵ iff c[m]

sv
;I o. Indeed,

c[m]
v
; o ∈ Ĵ , iff c[m]

v
; o ∈ ICc

P, K̂
( Ĵ ), iff c 6= o, o : c ∈ Ĵ , c[m→→ v] c

local ∈ Ĵ

for some v, and ov(c, m, o) /∈ IBP( K̂ ), by Definition 7.2.5, iff c 6= o, o : c ∈ π( Ĵ ),

c[m→→ v] c
local ∈ π( Ĵ ) for some v, and ov(c, m, o) /∈ IBP(π( K̂ )), iff c 6= o, o : c ∈ T,

c[m→→ v] c
local ∈ T for some v, and ov(c, m, o) /∈ IBP(T ∪ U), iff c[m]

sv
;I o, by

Lemma 7.2.2.

Similarly, we can also show that (i) for all c, m, o: c[m]
c
; o ∈ Ĵ iff c[m]

sc
;I o;

and (ii) for all c, m, o: c[m]
v
; o ∈ K̂ or c[m]

c
; o ∈ K̂ iff c[m] ;I o. Therefore, it

follows that T̂I = Ĵ and ÛI = K̂ by Definition 8.1.1 and so completes the proof.
2

It is worth pointing out that the condition Ĵ ⊆ K̂ in the above Proposition 8.3.1
is not necessary to construct a stable object model out of the extended sets Ĵ and K̂ .
In fact, as illustrated by the following example, we can have an F-logic program P such
that Ĵ is a fixpoint of FP, K̂ = ΨP( Ĵ ), and Ĵ * K̂ , but I = 〈π( Ĵ ); π( K̂ )−π( Ĵ ) 〉
is a stable object model of P.

c2[m->>a]

c1

c3[m->>b]
c1 : c2.
c2[m→→ a].
c2 :: c3← c3[m→→ b].
c3[m→→ b]← ¬ c2 :: c3.
c2 :: c3← c1[m→→ a].
c3[m→→ b]← c1[m→→ a].

Figure 8: Constructive Fixpoints



Chapter 8. Stable Object Models 64

Example 8.3.1 Consider the F-logic program P in Figure 8 and the following two
extended sets Ĵ and K̂ :

Ĵ = {c1 : c2, c2[m→→ a] c2

local, c1[m→→ a] c2

value, c2 :: c3, c3[m→→ b] c3

local} ∪

{c2[m]
v
; c1, c3[m]

v
; c1}

K̂ = {c1 : c2, c2[m→→ a] c2

local} ∪ {c2[m]
v
; c1}

We can verify that Ĵ = ΨP( K̂ ), K̂ = ΨP( Ĵ ), and so Ĵ is a fixpoint of ΨP. Moreover,

π( Ĵ ) = {c1 : c2, c2[m→→ a] c2

local, c1[m→→ a] c2

value, c2 :: c3, c3[m→→ b] c3

local}

π( K̂ )− π( Ĵ ) = ∅

We can also verify that the interpretation I = 〈π( Ĵ ); π( K̂ )−π( Ĵ ) 〉 is a stable object

model of P. But clearly Ĵ − K̂ 6= ∅. Thus Ĵ * K̂ . 2

Another interesting question is whether we can always construct stable object
models of an F-logic program P out of fixpoints of ΨP. The answer turns out to be
no. As illustrated by the following example, we may not even be able to construct an
object model out of some fixpoints of ΨP.

c1 c3

c4c2

c1 : c2.
c3 : c4.
c2[m→→ a]← ¬ c1[m→→ a].
c4[m→→ b]← ¬ c3[m→→ b].
c4[m→→ c]← c1[m→→ a], c3[m→→ b].

Figure 9: Nonconstructive Fixpoints

Example 8.3.2 Consider the F-logic program P in Figure 9 and the following two
extended sets Ĵ and K̂ :

Ĵ = {c1 : c2, c3 : c4, c2[m→→ a] c2

local, c1[m→→ a] c2

value} ∪ {c2[m]
v
; c1}

K̂ = {c1 : c2, c3 : c4, c4[m→→ b] c4

local, c3[m→→ b] c4

value} ∪ {c4[m]
v
; c3}

We can verify that Ĵ = ΨP( K̂ ), K̂ = ΨP( Ĵ ), and so Ĵ is a fixpoint of ΨP. However,

π( Ĵ ) = {c1 : c2, c3 : c4, c2[m→→ a] c2

local, c1[m→→ a] c2

value}

π( K̂ )− π( Ĵ ) = {c4[m→→ b] c4

local, c3[m→→ b] c4

value}

It is easy to check that the interpretation I = 〈π( Ĵ ); π( K̂ )− π( Ĵ ) 〉 is not even an
object model of P, because I does not satisfy the program in Figure 9, namely, the
last rule of the program in Figure 9. But if we eliminate the last from the program in
Figure 9 and get a new program, then I would be an object model, but not a stable
object model, of this new program. 2



Chapter 9

Optimistic Object Models

In this chapter we will introduce a particular object model, called optimistic object
model, which exists for any F-logic program. We will show that the optimistic object
model is a stable object model and thus satisfies all the V-rules and C-rules of an
F-logic program plus the core and optimistic inheritance constraints. Finally, we will
introduce a partial order, called information ordering, among object models. We will
show that the optimistic object model is the least stable object model with respect
to information ordering.

9.1 Definitions and Properties

Definition 9.1.1 (Optimistic Object Model) The optimistic object model, M,
of an F-logic program P is defined as follows:

M
def
= 〈T; U 〉

T = π(lfp(FP))

U = π(ΨP(lfp(FP)))− π(lfp(FP))

where π is the projection operator defined earlier. It removes the auxiliary atoms
of the forms c[m]

v
; o and c[m]

c
; o, which are used for book-keeping inheritance

candidacy information during computation.

Definition 9.1.1 gives a procedural definition as well as characterization of opti-
mistic object models. Note that lfp(FP) is unique and always exists given an F-logic
program P . Therefore, the optimistic object model is uniquely defined for any F-logic
program.

To show the properties of optimistic object models, we need to introduce the
intermediate results of fixpoint computation.

65
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Definition 9.1.2 Let α range over all countable ordinals. The sets T̂α, Ûα, T̂∞, and
Û∞, which are extended atom sets of an F-logic program P, are defined as follows:

T̂0 = ∅ Û0 = ΨP(T̂0) for limit ordinal 0

T̂α = ΨP(Ûα−1) Ûα = ΨP(T̂α) for successor ordinal α

T̂α =
⋃

β<α

T̂β Ûα = ΨP(T̂α) for limit ordinal α 6= 0

T̂∞ =
⋃

α

T̂α Û∞ = ΨP(T̂∞)

Given an F-logic program P, the power set of its extended Herbrand base ĤBP

constitutes a complete lattice where the partial order is defined by set inclusion.
Therefore, Propositions 4.1.2 and 4.1.3 apply to any monotonic operator defined on
the power set of ĤBP.

Lemma 9.1.1 Let α and β range over all countable ordinals:

(1) for all α, β: if α < β then T̂α ⊆ T̂β

(2) T̂∞ = lfp(FP)

(3) for all α: T̂α ⊆ T̂∞

(4) Û∞ = gfp(FP)

(5) for all α: Ûα ⊇ Û∞

(6) for all α, β: if α < β then Ûα ⊇ Ûβ

(7) for all α: T̂α ⊆ Ûα

(8) for all α, β: T̂α ⊆ Ûβ

Proof.

(1) for all α, β: if α < β then T̂α ⊆ T̂β

By Definition 9.1.2, for a successor ordinal α:

T̂α = ΨP(Ûα−1) = ΨP(ΨP(T̂α−1)) = FP(T̂α−1)

Since FP is monotonic by Lemma 7.2.6, the result directly follows by Propo-
sition 4.1.3.

(2) T̂∞ = lfp(FP)

By Proposition 4.1.3.
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(3) for all α: T̂α ⊆ T̂∞

By Proposition 4.1.3.

(4) Û∞ = gfp(FP)

FP(Û∞) = ΨP(ΨP(ΨP(T̂∞))) = ΨP(FP(T̂∞)) = ΨP(T̂∞) = Û∞. It follows

that Û∞ is a fixpoint of FP. Similarly, ΨP(gfp(FP)) is also a fixpoint of FP.

Thus ΨP(gfp(FP)) ⊇ T̂∞, and so ΨP(ΨP(gfp(FP))) ⊆ ΨP(T̂∞), gfp(FP) ⊆

Û∞, by the antimonotonicity of ΨP. Therefore, Û∞ is the greatest fixpoint
of FP.

(5) for all α: Ûα ⊇ Û∞

By Definition 9.1.2, (3), and the antimonotonicity of ΨP.

(6) for all α, β: if α < β then Ûα ⊇ Ûβ

By Definition 9.1.2, (1), and the antimonotonicity of ΨP.

(7) for all α: T̂α ⊆ Ûα

By (3), T̂∞ ⊇ T̂α. So ΨP(T̂∞) ⊆ ΨP(T̂α) by the antimonotonicity of ΨP.

Thus T̂α ⊆ T̂∞ ⊆ Û∞ = ΨP(T̂∞) ⊆ ΨP(T̂α) = Ûα.

(8) for all α, β: T̂α ⊆ Ûβ

If α = β, then T̂α ⊆ Ûβ by (7). If α < β, then T̂α ⊆ T̂β ⊆ Ûβ, by (1) and

(7). If α > β, then T̂α ⊆ Ûα ⊆ Ûβ, by (6) and (7).

2

Therefore, by Definition 9.1.1, Lemma 9.1.1, and the definition of the projection
function π in Section 7.1, we can reformulate the optimistic object model in the
following lemma.

Lemma 9.1.2 The optimistic object model, M, of an F-logic program P is defined
as follows:

M = 〈π(T̂∞); π(Û∞)− π(T̂∞) 〉 = 〈π(T̂∞); π(Û∞ − T̂∞) 〉

Lemma 9.1.3 Let α range over all successor ordinals and β range over all countable
ordinals:

T̂α = VC
P,Ûα−1

(T̂α) ∪CC
P,Ûα−1

(T̂α) ∪ ICt(T̂α) ∪ ICc

P,Ûα−1

(T̂α) ∪ ICi

P,Ûα−1

(T̂α)

Ûβ = VC
P,T̂β

(Ûβ) ∪CC
P,T̂β

(Ûβ) ∪ ICt(Ûβ) ∪ ICc

P,T̂β
(Ûβ) ∪ ICi

P,T̂β
(Ûβ)

T̂∞ = VC
P,Û∞

(T̂∞) ∪CC
P,Û∞

(T̂∞) ∪ ICt(T̂∞) ∪ ICc

P,Û∞

(T̂∞) ∪ ICi

P,Û∞

(T̂∞)

Û∞ = VC
P,T̂∞

(Û∞) ∪CC
P,T̂∞

(Û∞) ∪ ICt(Û∞) ∪ ICc

P,T̂∞

(Û∞) ∪ ICi

P,T̂∞

(Û∞)



Chapter 9. Optimistic Object Models 68

Proof.

By Definitions 9.1.2, 7.2.7, 7.2.6, and 7.2.5.
2

Let α be a countable ordinal. Given a pair of extended atom sets T̂α and Ûα, we
know that T̂α ⊆ Ûα and so π(T̂α) ⊆ π(Ûα) by Lemma 9.1.1. We can construct an

interpretation Iα as follows: Iα = 〈π(T̂α); π(Ûα) − π(T̂α) 〉. Then the set of atoms

c[m]
v
; o (c[m]

c
; o) in T̂α constitutes a subset of the set of strong value (code) inheri-

tance candidates in Iα, whereas the set of atoms c[m]
v
; o (c[m]

c
; o) in Ûα constitutes

a superset of the set of strong and weak value (code) inheritance candidates in Iα. In

other words, T̂α underestimates inheritance information whereas Ûα overestimates in-
heritance information. The following lemma illustrates this book-keeping mechanism
of the alternating fixpoint computation.

Lemma 9.1.4 Let Iα = 〈π(T̂α); π(Ûα)− π(T̂α) 〉 where α ranges over all countable
ordinals:

(1) for all c, m, o: if c[m]
v
; o ∈ T̂α then c[m]

sv
;Iα

o

(2) for all c, m, o: if c[m]
c
; o ∈ T̂α then c[m]

sc
;Iα

o

(3) for all c, m, o: if c[m]
sv
;Iα

o or c[m]
wv
;Iα

o then c[m]
v
; o ∈ Ûα

(4) for all c, m, o: if c[m]
sc
;Iα

o or c[m]
wc
;Iα

o then c[m]
c
; o ∈ Ûα

Proof.

(1) for all c, m, o: if c[m]
v
; o ∈ T̂α then c[m]

sv
;Iα

o

Proof by transfinite induction.

The case of α = 0 is trivial. Now suppose α is a successor ordinal. Since
c[m]

v
; o ∈ T̂α, so c[m]

v
; o ∈ ICc

P,Ûα−1

(T̂α) by Lemma 9.1.3. Thus o 6= c,

o : c ∈ T̂α, c[m→→ v] c
local ∈ T̂α, ov(c, m, o) /∈ IBP(Ûα−1), by Definition 7.2.5.

But IBP(Ûα−1) ⊇ IBP(Ûα) by Lemma 9.1.1 and the monotonicity of IBP.

Thus ov(c, m, o) /∈ IBP(Ûα) and so c[m]
sv
;Iα

o by Lemma 7.2.2.

If α is a limit ordinal and c[m]
v
; o ∈ T̂α =

⋃
β<α T̂β, then there exists

γ < α such that c[m]
v
; o ∈ T̂γ. Therefore c[m]

sv
;Iγ

o by the induction

hypothesis. So o 6= c, o : c ∈ T̂γ ⊆ T̂α, c[m→→ v] c
local ∈ T̂γ ⊆ T̂α, ov(c, m, o) /∈

IBP(Ûγ) by Lemma 7.2.2. But IBP(Ûγ) ⊇ IBP(Ûα) by Lemma 9.1.1 and

the monotonicity of IBP. Thus ov(c, m, o) /∈ IBP(Ûα) and so c[m]
sv
;Iα

o by
Lemma 7.2.2.

(2) for all c, m, o: if c[m]
c
; o ∈ T̂α then c[m]

sc
;Iα

o

Similarly to (1).
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(3) for all c, m, o: if c[m]
sv
;Iα

o or c[m]
wv
;Iα

o then c[m]
v
; o ∈ Ûα

Since c[m]
sv
;Iα

o or c[m]
wv
;Iα

o, it follows that o 6= c, o : c ∈ Ûα,

c[m→→ v] c
local ∈ Ûα, ov(c, m, o) /∈ IBP(T̂α), by Lemma 7.2.2. It follows that

c[m]
v
; o ∈ ICc

P,T̂α
(Ûα) ⊆ Ûα, by Definition 7.2.5 and Lemma 9.1.3.

(4) for all c, m, o: if c[m]
sc
;Iα

o or c[m]
wc
;Iα

o then c[m]
c
; o ∈ Ûα

Similarly to (3).

2

Lemma 9.1.5 LetM be the optimistic object model of an F-logic program P. Then
the following statements are true:

(1) for all c, m, o: c[m]
sv
;M o iff c[m]

v
; o ∈ T̂∞

(2) for all c, m, o: c[m]
sc
;M o iff c[m]

c
; o ∈ T̂∞

(3) for all c, m, o: c[m]
sv
;M o or c[m]

wv
;M o iff c[m]

v
; o ∈ Û∞

(4) for all c, m, o: c[m]
sc
;M o or c[m]

wc
;M o iff c[m]

c
; o ∈ Û∞

Proof.

Recall thatM =〈π(T̂∞); π(Û∞)− π(T̂∞) 〉 by Lemma 9.1.2.

(1) for all c, m, o: c[m]
sv
;M o iff c[m]

v
; o ∈ T̂∞

By Lemma 9.1.3 and Definition 7.2.5, c[m]
v
; o ∈ T̂∞, iff c[m]

v
; o ∈

ICc

P,Û∞

(T̂∞), iff o 6= c, o : c ∈ T̂∞, c[m→→ v] c
local ∈ T̂∞, and ov(c, m, o) /∈

IBP(Û∞), thus iff c[m]
sv
;M o, by Lemma 7.2.2.

(2) for all c, m, o: c[m]
sc
;M o iff c[m]

c
; o ∈ T̂∞

Similarly to (1).

(3) for all c, m, o: c[m]
sv
;M o or c[m]

wv
;M o iff c[m]

v
; o ∈ Û∞

By Lemma 9.1.3 and Definition 7.2.5, c[m]
v
; o ∈ Û∞, iff c[m]

v
; o ∈

ICc

P,T̂∞

(Û∞), iff o 6= c, o : c ∈ Û∞, c[m→→ v] c
local ∈ Û∞, and ov(c, m, o) /∈

IBP(T̂∞), thus iff c[m]
sv
;M o or c[m→→ v]

wv
;M s, by Lemma 7.2.2.

(4) for all c, m, o: c[m]
sc
;M o or c[m]

wc
;M o iff c[m]

c
; o ∈ Û∞

Similarly to (3).

2

The lemma above says that T̂∞ includes exactly all strong inheritance candidates
while Û∞ includes exactly all strong and weak inheritance candidates in the object
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model. This essentially implies that the optimistic object model is indeed a stable
object model.

Proposition 9.1.6 The optimistic object model M of an F-logic program P is a
stable object model of P.

Proof.

Let M = 〈T; U 〉 be the optimistic object model of P. Then T = π(T̂∞) and

U = π(Û∞) − π(T̂∞). So by Definition 8.1.1 and Lemma 9.1.5, T̂M = T̂∞ and

ÛM = Û∞. Moreover, Û∞ = ΨP(T̂∞) and T̂∞ = ΨP(Û∞) by Definition 9.1.2 and

Lemma 9.1.1. It follows that T̂M = ΨP(ÛM) and ÛM = ΨP(T̂M). Therefore, M is
a stable interpretation and thus a stable object model of P.
2

Corollary 9.1.7 The optimistic object model M of an F-logic program P is an
object model of P. Moreover, M satisfies the optimistic ISA transitivity constraint
and the optimistic inheritance constraint.

Proof.

By Proposition 9.1.6 and Theorem 8.2.9.
2

9.2 Information Ordering

By comparing the amount of “definite” information, i.e., truth and falsehood, that
is contained in different stable object models of an F-logic program P, we can define
a partial order, called information ordering, among stable object models.

Definition 9.2.1 (Information Ordering) Given two stable object models, I1 =
〈P1; Q1 〉 and I2 = 〈P2; Q2 〉, of an F-logic program P, let R1 = HBP − (P1 ∪ Q1)
and R2 = HBP − (P2 ∪ Q2). Then I1 � I2 iff P1 ⊆ P2 and R1 ⊆ R2.

Intuitively, a stable object model is “smaller” in the information ordering, if it
carries less amount of truth and less amount of falsehood. Therefore, the least stable
object model contains the smallest set of true atoms and the smallest set of false
atoms among all stable object models.

Definition 9.2.2 (Least Stable Object Model) Let I be a stable object model
of an F-logic program P. I is the least stable object model of P, if I � J for any
stable object model J of P.
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Theorem 9.2.1 The optimistic object modelM of an F-logic program P is the least
stable object model of P.

Proof.

Let I = 〈T; U 〉 be any stable object model of P. We need to show that M� I.
Clearly, given two stable object models, I1 = 〈P1; Q1 〉 and I2 = 〈P2; Q2 〉, of an
F-logic program P, I1 � I2 iff P1 ⊆ P2 and P1 ∪ Q1 ⊇ P2 ∪ Q2. Recall that
M = 〈π(T̂∞); π(Û∞)− π(T̂∞) 〉. Therefore, to show thatM� I, it suffices to show

that π(T̂∞) ⊆ T and π(Û∞) ⊇ T ∪ U.

Since I is a stable object model of P, it follows that T̂I = ΨP(ÛI) and ÛI =

ΨP(T̂I). Therefore, T̂I = ΨP(ÛI) = ΨP(ΨP(T̂I)) = FP(T̂I) and so T̂I is a fixpoint

of FP. Similarly, ÛI is also a fixpoint of FP. But T̂∞ = lfp(FP) and Û∞ = gfp(FP),

by Lemma 9.1.1. It follows that T̂∞ ⊆ T̂I and Û∞ ⊇ ÛI . Thus π(T̂∞) ⊆ π(T̂I) and

π(Û∞) ⊇ π(ÛI), by Lemma 7.1.1. Moreover, π(T̂I) = T and π(ÛI) = T ∪ U, by

Definition 8.1.1. So π(T̂∞) ⊆ T and π(Û∞) ⊇ T ∪ U.
2

c2[m−>>a]

c3

c1[f−>>x]

c1 : c2.
c3 :: c2.
c1 : c3 ← c1[m→→ a].
c1[f→→ x].
c2[m→→ a].

code c3[m→→ b] ← c3[f→→ x].

Figure 10: Computation of Optimistic Object Models

Example 9.2.1 We illustrate the computation of optimistic object models using the
F-logic program P in Figure 10. First let T and U denote the following sets of atoms:

T = {c1 : c2, c3 :: c2, c1[f→→ x] c1

local, c2[m→→ a] c2

local}

U = {c1 : c3, c1[m→→ a] c2

value, c1[m→→ b] c3

code}

Then the computation process of ΨP is as follows:

T̂0 = ∅

T̂1 = ΨP(T̂0) = T ∪ U ∪ {c2[m]
v
; c1, c3[m]

c
; c1}

T̂2 = ΨP(T̂1) = T

T̂3 = ΨP(T̂2) = T̂1

T̂4 = ΨP(T̂3) = T̂2

Therefore, lfp(FP) = T̂2 and ΨP(lfp(FP)) = T̂1, and so the optimistic object model
of the program in Figure 10 is 〈T; U 〉. 2
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Minimal Object Models

So far we have shown two different characterizations of the optimistic object model
semantics: (i) the optimistic object model is the least fixpoint of an extended alter-
nating fixpoint computation; and (ii) it is the least three-valued stable object model
with respect to information ordering. In this chapter we will introduce a different
partial order, called truth ordering, for all object models of an F-logic program. We
will then present a new characterization of optimistic object models: optimistic ob-
ject models are minimal object models that satisfy the optimistic ISA transitivity
constraint and the optimistic inheritance constraint.

10.1 Truth Ordering

Since the introduction of the Closed World Assumption [47], comparing different
models of a program based on the amount of “truth” contained in those models has
become a common technique. Typically, the true component of a model is minimized
and the false component is maximized. However, in F-logic we also deal with inheri-
tance, which complicates the matters somewhat, because the truth value of a fact may
depend on inheritance. This can create object models that look similar but actually
are incomparable. This issue is illustrated by an example that follows the definition
of minimality below. The solution is to minimize not only the set of true atoms of
an object model, but also the amount of positive inheritance information implied by
the object model.

Definition 10.1.1 (Truth Ordering) Let I1 = 〈P1; Q1 〉 and I2 = 〈P2; Q2 〉 be
two object models of an F-logic program P. We write I1 ≤ I2 iff

(i) P1 ⊆ P2; and

(ii) P1 ∪ Q1 ⊆ P2 ∪ Q2; and

72
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(iii) for all c, m, o: c[m]
sv
;I1

o implies c[m]
sv
;I2

o; and

(iv) for all c, m, o: c[m]
sc
;I1

o implies c[m]
sc
;I2

o.

Definition 10.1.2 (Minimal Object Model) An object model I is minimal iff
there exists no object model J such that J ≤ I and J 6= I.

The above definitions minimize the number of strong inheritance candidates im-
plied by an object model in addition to the usual minimization of truth and maximiza-
tion of falsehood. This is needed because increasing the number of false facts might
inflate the number of strong inheritance candidates, which in turn might unjustifiably
inflate the number of facts that are derived by inheritance.

c1

c3

c2[m->>a] c4[m->>b]
c1 : c2.
c1 : c3.
c3 :: c4.
c2[m→→ a].
c4[m→→ b].
c3[m→→ c]← c1[m→→ a].

Figure 11: Minimal Object Model

Example 10.1.1 Consider the program in Figure 11 and the following two object
models of the program: I1 = 〈P1; Q1 〉, where

P1 = {c1 : c2, c1 : c3, c3 :: c4, c2[m→→ a] c2

local, c4[m→→ b] c4

local}

Q1 = ∅

and I2 = 〈P2; Q2 〉, where

P2 = P1

Q2 = {c1[m→→ a] c2

value, c3[m→→ c] c3

local}

I1 and I2 both agree on the atoms that are true. But in I1 both c1[m→→ a] c2

value

and c3[m→→ c] c3

local are false, whereas in I2 they are both undefined. Clearly, I1

carries more false atoms than I2 and so with the usual notion of minimality we would
say I1 ≤ I2. However, I1 is not as “tight” as it appears, because the additional false
atoms in I1 are not automatically implied by the program under our optimistic object
model semantics. Indeed, although c4[m] is a strong value inheritance candidate for
c1 in I1, it is only a weak value inheritance candidate in I2. We can see that it is
due to this extra positive information about inheritance candidates that I1 is able
to increase the number of false atoms while keeping the true atoms intact. This
anomaly is eliminated by the inheritance minimization built into Definition 10.1.1,
which renders the two models incomparable, i.e., I1 6≤ I2. 2
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10.2 Minimality

Now we will present the main theorem of this chapter. In the proof of this theorem we
will often need to compare a normal atom set with the projection of an extended atom
set to test for set inclusion. Without complicating the presentation we will usually
omit the project function and just write the extended atom set, when its intended
usage is clear from the context.

Theorem 10.2.1 The optimistic object modelM of an F-logic program P is minimal
among those object models of P that satisfy the optimistic ISA transitivity constraint
and the optimistic inheritance constraint.

Proof. By contradiction.

Recall thatM =〈π(T̂∞); π(Û∞)−π(T̂∞) 〉. Let I = 〈T; U 〉 be any object model
of P that satisfies the optimistic ISA transitivity constraint and the optimistic inher-
itance constraint. We want to show that if I ≤M then T = T̂∞ and T ∪ U = Û∞.

Let us assume that I ≤ M. So by Definition 10.1.1 it follows that: (i) T ⊆ T̂∞;

(ii) T ∪ U ⊆ Û∞; (iii) for all c, m, o: c[m]
sv
;I o implies c[m]

sv
;M o; and (iv) for all

c, m, o: c[m]
sc
;I o implies c[m]

sc
;M o.

Let J = 〈T; ∅ 〉 and K = 〈T ∪ U; ∅ 〉.

Suppose on the contrary T ⊂ T̂∞. Since T̂∞ =
⋃

γ T̂γ by Definition 9.1.2 and

{T̂γ} is an increasing sequence by Lemma 9.1.1, let α be the first ordinal such that

T ⊂ T̂α and T ⊇ T̂γ for all γ < α. Clearly, α must be a successor ordinal. Thus

T̂α = lfp(T
P,Ûα−1

), by Definitions 9.1.2 and 7.2.7. Since T
P,Ûα−1

is monotonic by
Lemma 7.2.3, it follows that the ordinal powers of T

P,Ûα−1
is an increasing sequence

by Proposition 4.1.3. Denote Ĵ γ = Tγ

P,Ûα−1

for all ordinal γ. Let β be the first ordinal

such that T ⊂ Ĵ β and T ⊇ Ĵ γ for all γ < β. Clearly, β must be a successor ordinal.

Let A be any atom in HBP such that A /∈ T and A ∈ Ĵ β. By Definitions 7.2.6
and 7.2.5,

Ĵβ = VC
P,Ûα−1

( Ĵβ−1 ) ∪CC
P,Ûα−1

( Ĵβ−1 ) ∪

ICt( Ĵβ−1 ) ∪ ICc

P,Ûα−1

( Ĵβ−1 ) ∪ ICi

P,Ûα−1

( Ĵβ−1 )

There are four cases to consider:

(1) A ∈ VC
P,Ûα−1

( Ĵβ−1 )

By Definition 7.2.2, there must exist a V-rule, H← L1, . . . , Ln, in ground(P),
such that H matches A, and for all Li, 1 ≤ i ≤ n: (i) if Li is a positive literal,
then valb

Ĵβ−1

(Li) = t; and (ii) if Li is a negative literal, then valb
Ûα−1

(Li) = t.
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We will show that for all Li, 1 ≤ i ≤ n, Vb

I (Li) = t. If Li is a positive literal,

since Ĵβ−1 ⊆ T and valb
Ĵβ−1

(Li) = t, then it follows that Vb

J (Li) = t, by

Lemma 5.3.2. Thus Vb

I (Li) = t by Lemma 5.3.1. Note that Û∞ ⊆ Ûα−1

by Lemma 9.1.1. It follows that T ∪ U ⊆ Û∞ ⊆ Ûα−1. Therefore, if Li is
a negative literal, since valb

Ûα−1

(Li) = t, then it follows that Vb

K(Li) = t, by

Lemma 5.3.2. Thus Vb

I (Li) = t by Lemma 5.3.1.

Because I satisfies P, it follows that I(A) = Vh

I (H) = t. Thus A ∈ T, a
contradiction.

(2) A ∈ CC
P,Ûα−1

( Ĵβ−1 )

Then A = o[m→→ v] c
code. Thus by Definition 7.2.4, c[m]

c
; o ∈ Ĵβ−1 ,

lc(o, m) /∈ IBP(Ûα−1), mc(c, m, o) /∈ IBP(Ûα−1), and there is a C-rule,
R ≡ code c[m→→ v]← B, in ground(P) such that for every literal L ∈ B c\o:

(i) if L is a positive literal then valb
Ĵβ−1

(L) = t; and (ii) if L is a negative

literal then valb
Ûα−1

(L) = t.

Because c[m]
c
; o ∈ Ĵβ−1 , there must exist a successor ordinal ρ ≤ β−1 < β,

such that c[m]
c
; o ∈ Ĵρ . It follows that c[m]

c
; o ∈ ICc

P,Ûα−1

( Ĵρ−1 ). There-

fore, c 6= o, o : c ∈ Ĵρ−1 , and ov(c, m, o) /∈ IBP(Ûα−1), by Definition 7.2.5.

Since Ĵρ−1 ⊆ T and T ∪ U ⊆ Û∞ ⊆ Ûα−1, it follows that o : c ∈ T
and ov(c, m, o) /∈ IBP(T ∪ U). Thus c[m]

sc
;I o by Lemma 7.2.2. Because

lc(o, m) /∈ IBP(Ûα−1), so lc(o, m) /∈ IBP(T ∪ U) by the monotonicity of IBP.
It follows that o[m] is neither a strong nor a weak local context in I, by
Definitions 7.2.3 and 6.1.1.

Next we will show that there is no x such that x 6= c and x[m] ;I o. Suppose
on the contrary there is x 6= c such that x[m] ;I o. Then x 6= o, o : x ∈ T∪U,
x[m→→ y] x

local ∈ T∪U for some value y or there is a C-rule in ground(P) which
specifies the instance method m for the class c, and ov(x, m, o) /∈ IBP(T),

by Lemma 7.2.2. Since T ∪ U ⊆ Û∞ ⊆ Ûα−1 and T ⊇ T̂α−1, it fol-
lows that o : x ∈ Ûα−1, x[m→→ y] x

local ∈ Ûα−1 for some value y or there is
a C-rule in ground(P) which specifies the instance method m for the class c,

and ov(x, m, o) /∈ IBP(T̂α−1). Thus x[m]
v
; o ∈ ICc

P,T̂α−1

(Ûα−1) ⊆ Ûα−1 or

x[m]
c
; o ∈ ICc

P,T̂α−1

(Ûα−1) ⊆ Ûα−1, by Definition 7.2.5 and Lemma 9.1.3.

Therefore, mc(c, m, o) ∈ IBP(Ûα−1), by Definition 7.2.3, which contradicts

the fact that mc(c, m, o) /∈ IBP(Ûα−1).

So far we have shown that o[m] is neither a strong nor a weak local context
in I, c[m]

sc
;I o, and there is no x such that x 6= c and x[m] ;I o. Therefore,

o strongly inherits R in I, by Definition 6.3.2. So imodeI(R||o) = t.
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We already know that for every literal L ∈ B c\o: (i) if L is positive then

valb
Ĵβ−1

(L) = t; and (ii) if L is negative then valb
Ûα−1

(L) = t. Now we will

show that for all L ∈ B c\o, V
b

I (L) = t. If L is a positive literal, since Ĵβ−1 ⊆ T

and valb
Ĵβ−1

(L) = t, then it follows that Vb

J (L) = t, by Lemma 5.3.2. Thus

Vb

I (L) = t by Lemma 5.3.1. Note that Û∞ ⊆ Ûα−1 by Lemma 9.1.1. It

follows that T ∪ U ⊆ Û∞ ⊆ Ûα−1. Therefore, if L is a negative literal,
since valb

Ûα−1

(L) = t, then it follows that Vb

K(L) = t, by Lemma 5.3.2. Thus

Vb

I (L) = t by Lemma 5.3.1.

Therefore, Vb

I (L) = t for every literal L ∈ B c\o. It follows that Vb

I (B c\o) = t.
Moreover, imodeI(R||o) = t. Because I is an object model of P, so I should
satisfy R||o. It follows that I(o[m→→ v] c

code) = t by Definition 6.3.4. Thus
o[m→→ v] c

code ∈ T, a contradiction.

(3) A ∈ ICt( Ĵβ−1 )

If A = o : c, then there exists x, such that o : x ∈ Ĵβ−1 and x :: c ∈ Ĵ β−1, by

Definition 7.2.5. Since Ĵβ−1 ⊆ T, it follows that o : x ∈ T and x :: c ∈ T.
So I(o : x) = t and I(x :: c) = t. Because I is an object model of P and
so satisfies the positive ISA transitivity constraint, therefore I(o : c) = t
by Definition 6.2.1. It follows that o : c ∈ T, a contradiction. Similarly, if
A = s :: c, then we can also show that s :: c ∈ T, which is a contradiction.

(4) A ∈ ICi

P,Ûα−1

( Ĵβ−1 )

Then A = o[m→→ v] c
value. Thus c[m]

v
; o ∈ Ĵβ−1 , c[m→→ v] c

local ∈ Ĵβ−1 ,

lc(o, m) /∈ IBP(Ûα−1), and mc(c, m, o) /∈ IBP(Ûα−1), by Definition 7.2.5. Be-

cause c[m]
v
; o ∈ Ĵβ−1 , there must exist a successor ordinal ρ ≤ β − 1 < β,

such that c[m]
v
; o ∈ Ĵρ . It follows that c[m]

v
; o ∈ ICc

P,Ûα−1

( Ĵρ−1 ).

Therefore, c 6= o, o : c ∈ Ĵρ−1 , c[m→→ z] c
local ∈ Ĵρ−1 for some value z, and

ov(c, m, o) /∈ IBP(Ûα−1), by Definition 7.2.5. Since Ĵρ−1 ⊆ Ĵβ−1 ⊆ T

and T ∪ U ⊆ Û∞ ⊆ Ûα−1, it follows that o : c ∈ T, c[m→→ v] c
local ∈ T,

and ov(c, m, o) /∈ IBP(T ∪ U). Thus c[m]
sv
;I o by Lemma 7.2.2. Because

lc(o, m) /∈ IBP(Ûα−1), so lc(o, m) /∈ IBP(T ∪ U) by the monotonicity of IBP.
It follows that o[m] is neither a strong nor a weak local context in I, by
Definitions 7.2.3 and 6.1.1.

Next we will show that there is no x such that x 6= c and x[m] ;I o. Suppose
on the contrary there is x 6= c such that x[m] ;I o. Then x 6= o, o : x ∈ T∪U,
x[m→→ y] x

local ∈ T∪U for some value y or there is a C-rule in ground(P) which
specifies the instance method m for the class c, and ov(x, m, o) /∈ IBP(T),

by Lemma 7.2.2. Since T ∪ U ⊆ Û∞ ⊆ Ûα−1 and T ⊇ T̂α−1, it fol-
lows that o : x ∈ Ûα−1, x[m→→ y] x

local ∈ Ûα−1 for some value y or there is
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a C-rule in ground(P) which specifies the instance method m for the class c,

and ov(x, m, o) /∈ IBP(T̂α−1). Thus x[m]
v
; o ∈ ICc

P,T̂α−1

(Ûα−1) ⊆ Ûα−1 or

x[m]
c
; o ∈ ICc

P,T̂α−1

(Ûα−1) ⊆ Ûα−1, by Definition 7.2.5 and Lemma 9.1.3.

Therefore, mc(c, m, o) ∈ IBP(Ûα−1), by Definition 7.2.3, which contradicts

the fact that mc(c, m, o) /∈ IBP(Ûα−1).

So far we have shown that o[m] is neither a strong nor a weak local context
in I, c[m]

sv
;I o, I(c[m→→ v] c

local) = t, and there is no x such that x 6= c
and x[m] ;I o. Because I is an object model of P and so satisfies the unique
source inheritance constraint, therefore o[m→→ v] c

value ∈ T by Definition 6.2.3,
a contradiction.

Therefore, if T ⊂ T̂∞, then we can derive a contradiction in all three possible
cases. So T = T̂∞.

It remains to show that T∪U = Û∞. We know that T∪U ⊆ Û∞, because I ≤M.
Therefore if we can show that T ∪ U ⊇ Û∞, then T ∪ U = Û∞. By Definitions 9.1.2
and 7.2.7, Û∞ = lfp(T

P,T̂∞
). Since T

P,T̂∞
is monotonic, the ordinal powers of T

P,T̂∞

is an increasing sequence by Proposition 4.1.3. Denote K̂γ = Tγ

P,T̂∞

for all ordinal

γ. We will prove by transfinite induction that T ∪ U ⊇ K̂α for all ordinal α, thus
complete the proof.

The case for a limit ordinal α is trivial. If α = 0, then K̂0 = ∅ ⊆ T∪U. If α 6= 0,
then K̂α =

⋃
β<α K̂β . By the induction hypothesis we know that T ∪ U ⊇ K̂β for

all β < α. So T ∪ U ⊇ K̂α .

Let α be a successor ordinal and A be any atom in HBP such that A ∈ K̂α . We
will show that A ∈ T ∪ U. By Definitions 7.2.6 and 7.2.5,

K̂α = VC
P,T̂∞

( K̂α−1 ) ∪CC
P,T̂∞

( K̂α−1 ) ∪

ICt( K̂α−1 ) ∪ ICc

P,T̂∞

( K̂α−1 ) ∪ ICi

P,T̂∞

( K̂α−1 )

There are four cases to consider:

(1) A ∈ VC
P,T̂∞

( K̂α−1 )

By Definition 7.2.2, there must exist a V-rule, H← L1, . . . , Ln, in ground(P),
such that H matches A, and for all Li, 1 ≤ i ≤ n: (i) if Li is a positive literal,
then valb

K̂α−1

(Li) = t; and (ii) if Li is a negative literal, then valb
T̂∞

(Li) = t.

We will show that for all Li, 1 ≤ i ≤ n,Vb

I (Li) ≥ u. If Li is a positive literal,

since K̂α−1 ⊆ T∪U by the induction hypothesis and valb
K̂α−1

(Li) = t, then it

follows that Vb

K(Li) = t, by Lemma 5.3.2. Thus Vb

I (Li) ≥ u by Lemma 5.3.1.

We have proved that T = T̂∞. Therefore, if Li is a negative literal, then
Vb

J (Li) = Vb

T̂∞

(Li) = t. Thus Vb

I (Li) ≥ u by Lemma 5.3.1.
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Because I satisfies P, it follows that I(A) = Vh

I (H) ≥ u. Thus A ∈ T ∪ U.

(2) A ∈ CC
P,T̂∞

( K̂α−1 )

Then A = o[m→→ v] c
code. Thus by Definition 7.2.4, c[m]

c
; o ∈ K̂α−1 ,

lc(o, m) /∈ IBP(T̂∞), mc(c, m, o) /∈ IBP(T̂∞), and there is a C-rule,
R ≡ code c[m→→ v]← B, in ground(P) such that for every literal L ∈ B c\o:

(i) if L is a positive literal then valb
K̂α−1

(L) = t; and (ii) if L is a negative

literal then valb
T̂∞

(L) = t.

Because c[m]
v
; o ∈ K̂α−1 , there must exist a successor ordinal ρ ≤ α−1 < α,

such that c[m]
v
; o ∈ K̂ρ . It follows that c[m]

v
; o ∈ ICc

P,T̂∞

( K̂ρ−1 ). There-

fore, c 6= o, o : c ∈ K̂ρ−1 , and ov(c, m, o) /∈ IBP(T̂∞), by Definition 7.2.5.

Since K̂ρ−1 ⊆ T ∪ U by the induction hypothesis and we have proved that

T = T̂∞, it follows that o : c ∈ T ∪ U and ov(c, m, o) /∈ IBP(T). Therefore

c[m]
sc
;I o or c[m]

wc
;I o, by Lemma 7.2.2. Because lc(o, m) /∈ IBP(T̂∞), it

follows that lc(o, m) /∈ IBP(T), and so o[m] is not a strong local context, by

Definitions 7.2.3 and 6.1.1. Because c[m→→ v] c
local ∈ K̂α−1 ⊆ T∪U, it follows

that I(c[m→→ v] c
local) ≥ u.

Next we will show that there is no x 6= c such that x[m]
sv
;I o or x[m]

sc
;I o.

Suppose on the contrary there exists x 6= c such that x[m]
sv
;I o or x[m]

sc
;I o.

Then x[m]
sv
;M o or x[m]

sc
;M o, because I ≤ M. It follows that x[m]

v
; o ∈

T̂∞ or x[m]
c
; o ∈ T̂∞, by Lemma 9.1.5. Therefore, mc(c, m, o) ∈ IBP(T̂∞),

by Definition 7.2.3, which contradicts the fact that mc(c, m, o) /∈ IBP(T̂∞).

So far we have shown that c[m]
sc
;I o or c[m]

wc
;I o, o[m] is not a strong local

context, and there is no x 6= c such that x[m]
sv
;I o or x[m]

sc
;I o. Therefore, o

must either strongly or weakly inherit R in I, by Definitions 6.3.2 and 6.3.2.
So imodeI(R||o) ≥ u.

We already know that for every literal L ∈ B c\o: (i) if L is a positive literal

then valb
K̂α−1

(L) = t; and (ii) if L is a negative literal then valb
T̂∞

(L) = t.

We will show that for all Li, 1 ≤ i ≤ n,Vb

I (Li) ≥ u. If Li is a positive literal,

since K̂α−1 ⊆ T∪U by the induction hypothesis and valb
K̂α−1

(Li) = t, then it

follows that Vb

K(Li) = t, by Lemma 5.3.2. Thus Vb

I (Li) ≥ u by Lemma 5.3.1.

We have proved that T = T̂∞. Therefore, if Li is a negative literal, then
Vb

J (Li) = Vb

T̂∞

(Li) = t. Thus Vb

I (Li) ≥ u by Lemma 5.3.1.

Therefore, Vb

I (L) ≥ u for every literal L ∈ B c\o. It follows that Vb

I (B c\o) ≥ u.
Moreover, imodeI(R||o) ≥ u. Because I is an object model of P, so I should
satisfy R||o. It follows that I(o[m→→ v] c

code) ≥ u by Definition 6.3.4. Thus
o[m→→ v] c

code ∈ T ∪ U.
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(3) A ∈ ICt( K̂α−1 )

If A = o : c, then there exists x such that o : x ∈ K̂α−1 and x :: c ∈ K̂α−1 , by
Definition 7.2.5. Since K̂α−1 ⊆ T∪U by the induction hypothesis, it follows
that o : x ∈ T∪U and x :: c ∈ T∪U. So I(o : x) ≥ u and I(x :: c) ≥ u. Because
I satisfies the optimistic ISA transitivity constraint, therefore I(o : c) ≥ u
by Definitions 6.5.1 and 6.2.1. It follows that o : c ∈ T ∪ U. Similarly, if
A = s :: c, then we can also show that s :: c ∈ T ∪ U.

(4) A ∈ ICi

P,T̂∞

( K̂α−1 )

Then A = o[m→→ v] c
value. Thus c[m]

v
; o ∈ K̂α−1 , c[m→→ v] c

local ∈ K̂α−1 ,

lc(o, m) /∈ IBP(T̂∞), and mc(c, m, o) /∈ IBP(T̂∞), by Definition 7.2.5. Be-

cause c[m]
v
; o ∈ K̂α−1 , there must exist a successor ordinal ρ ≤ α− 1 < α,

such that c[m]
v
; o ∈ K̂ρ . It follows that c[m]

v
; o ∈ ICc

P,T̂∞

( K̂ρ−1 ). There-

fore, c 6= o, o : c ∈ K̂ρ−1 , c[m→→ z] c
local ∈ K̂ρ−1 for some value z, and

ov(c, m, o) /∈ IBP(T̂∞), by Definition 7.2.5. Since K̂ρ−1 ⊆ K̂α−1 ⊆ T ∪ U

by the induction hypothesis and T = T̂∞, it follows that o : c ∈ T ∪ U,
c[m→→ v] c

local ∈ T ∪ U, and ov(c, m, o) /∈ IBP(T). Thus c[m]
sv
;I o or

c[m]
wv
;I o by Lemma 7.2.2. Because lc(o, m) /∈ IBP(T̂∞), it follows that

lc(o, m) /∈ IBP(T), and so o[m] is not a strong local context, by Defi-
nitions 7.2.3 and 6.1.1. Because c[m→→ v] c

local ∈ T ∪ U, it follows that
I(c[m→→ v] c

local) ≥ u.

Next we will show that there is no x 6= c such that x[m]
sv
;I o or x[m]

sc
;I o.

Suppose on the contrary there exists x 6= c such that x[m]
sv
;I o or x[m]

sc
;I o.

Then x[m]
sv
;M o or x[m]

sc
;M o, because I ≤ M. It follows that x[m]

v
; o ∈

T̂∞ or x[m]
c
; o ∈ T̂∞, by Lemma 9.1.5. Therefore, mc(c, m, o) ∈ IBP(T̂∞),

by Definition 7.2.3, which contradicts the fact that mc(c, m, o) /∈ IBP(T̂∞).

So far we have shown that o[m] is not a strong local context, c[m]
sv
;I o or

c[m]
wv
;I o, I(c[m→→ v] c

local) ≥ u, and there is no x 6= c such that x[m]
sv
;I o or

x[m]
sc
;I o. Because I satisfies the optimistic inheritance constraint, therefore

I(o[m→→ v] c
value) ≥ u, by Definition 6.5.2. So o[m→→ v] c

value ∈ T ∪ U.

2



Chapter 11

Implementation

It turns out that the optimistic object model of an F-logic program P can be computed
as the well-founded model of a certain general logic program with negation which is
obtained from P by rewriting.

Given an F-logic program P, we first rewrite P into a general logic program Pwf .
Then we show that the well-founded model of Pwf is isomorphic to the optimistic
object model of P.

11.1 Rewriting

First we will show how to rewrite the V-rules and C-rules of an F-logic program
P. We can define a rewriting function that applies to all V-rules and C-rules. Note
that because literals in rule heads and rule bodies have different meanings, they are
rewritten differently. Moreover, literals in the heads of V-rules and in the heads of
C-rules are also rewritten differently.

Definition 11.1.1 Given an F-logic program P, let L be a literal in P. The functions
ρh and ρb for rewriting head and body literals in P, respectively, are defined as follows:

ρh(L) =





isa(o, c), if L = o : c
sub(s, c), if L = s :: c
locmvd(s, m, v), if L = s[m→→ v]

ρb(L) =





isa(o, c), if L = o : c
sub(s, c), if L = s :: c
mvd(o, m, v), if L = o[m→→ v]
¬ (ρb(G)), if L = ¬G

The rewriting function ρ on V-rules in P is defined as follows:

ρ(H← L1, . . . , Ln) = ρh(H)← ρb(L1), . . . , ρ
b(Ln)

80



Chapter 11. Implementation 81

And the rewriting function ρ on C-rules in P is defined as follows:

ρ(code c[m→→ v]← L1, . . . , Ln) = codmvd(O, m, v, c)← ρb(B1), . . . , ρ
b(Bn)

where O is a new variable that does not appear in the C-rule and Bi = (Li) c\O for
all 1 ≤ i ≤ n, i.e., Bi is obtained from Li by substituting the new variable O for all
occurrences of c.

mvd(O, M, V) ← locmvd(O, M, V).

mvd(O, M, V) ← valinhmvd(O, M, V, C).

mvd(O, M, V) ← codinhmvd(O, M, V, C).

sub(S, C) ← sub(S, X), sub(X, C).

isa(O, C) ← isa(O, S), sub(S, C).

valinhmvd(O, M, V, C) ← valcandidate(C, M, O), locmvd(C, M, V),
¬ local(O, M), ¬multiple(C, M, O).

codinhmvd(O, M, V, C) ← codcandidate(C, M, O), codmvd(O, M, V, C),
¬ local(O, M), ¬multiple(C, M, O).

valcandidate(C, M, O) ← isa(O, C), locmvd(C, M, V),
C 6= O, ¬ override(C, M, O).

codcandidate(C, M, O) ← isa(O, C), coddef(C, M),
C 6= O, ¬ override(C, M, O).

local(O, M) ← locmvd(O, M, V).

multiple(C, M, O) ← valcandidate(X, M, O), X 6= C.

multiple(C, M, O) ← codcandidate(X, M, O), X 6= C.

override(C, M, O) ← sub(X, C), isa(O, X), locmvd(X, M, V),
X 6= C, X 6= O.

override(C, M, O) ← sub(X, C), isa(O, X), coddef(X, M),
X 6= C, X 6= O.

Figure 12: Trailer Rules for Well-Founded Rewriting

Definition 11.1.2 (Well-Founded Rewriting) The well-founded rewriting of an
F-logic program P, denoted Pwf , is a general logic program constructed by the fol-
lowing steps:
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(1) For every V-rule R in P, add its rewriting ρ(R) into Pwf .

(2) For every C-rule R in P, which specifies an instance method m for a class c,
add its rewriting ρ(R) into Pwf . Moreover, add a fact coddef(c, m) into Pwf .

(3) Include the trailer shown in Figure 12 to Pwf (note that uppercase letters
denote variables in these trailer rules).

While rewriting an F-logic program into a general logic program, we need to
output facts of the form coddef(c, m) to remember that there is a C-rule specifying
the instance method m for the class c. Such atoms are used to derive overriding and
code inheritance candidacy information. Clearly, given an F-logic program P, the
amount of time needed to generate Pwf is linear in the size of P. Note that the trailer
rules are fixed for an given F-logic program. Therefore, the size of Pwf is also linear
in the size of the original F-logic program P.

11.2 Isomorphism

Given the well-founded rewriting, Pwf , of an F-logic program P, the Her-
brand base of Pwf , denoted HBPwf , consists of atoms of the following forms:
isa/2, sub/2, locmvd/3, valinhmvd/4, codmvd/4, coddef/2, codinhmvd/4, mvd/3,
valcandidate/3, codcandidate/3, local/2, multiple/3, and override/3.

Definition 11.2.1 (Isomorphism) Let Pwf be the well-founded rewriting of an

F-logic program P, HBPwf be the Herbrand base of Pwf , ĤBP be the extended Her-
brand base of P, Iwf be a subset of HBPwf , and Î be a subset of ĤBP, we say that
Iwf is isomorphic to Î , if all of the following conditions are true:

(1) for all o, c: isa(o, c) ∈ Iwf iff o : c ∈ I

(2) for all s, c: sub(s, c) ∈ Iwf iff s :: c ∈ I

(3) for all s, m, v: locmvd(s, m, v) ∈ Iwf iff s[m→→ v] s
local ∈ I

(4) for all o, m, v, c: valinhmvd(o, m, v, c) ∈ Iwf iff o[m→→ v] c
value ∈ I

(5) for all o, m, v, c: codinhmvd(o, m, v, c) ∈ Iwf iff o[m→→ v] c
code ∈ I

(6) for all c, m, o: valcandidate(c, m, o) ∈ Iwf iff c[m]
v
; o ∈ Î

(7) for all c, m, o: codcandidate(c, m, o) ∈ Iwf iff c[m]
c
; o ∈ Î

(8) for all o, m: local(o, m) ∈ Iwf iff lc(o, m) ∈ IBP( Î )

(9) for all c, m, o: multiple(c, m, o) ∈ Iwf iff mc(c, m, o) ∈ IBP( Î )

(10) for all c, m, o: override(c, m, o) ∈ Iwf iff ov(c, m, o) ∈ IBP( Î )
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Let Mwf = 〈Twf ; Uwf 〉 be the well-founded model of Pwf , and M =

〈π(T̂∞); π(Û∞ − T̂∞) 〉 be the optimistic object model of P. We say that Mwf is

isomorphic toM, if Twf and Uwf are isomorphic to T̂∞ and Û∞ − T̂∞, respectively.

Note that the definition of isomorphism above includes atoms which do not finally
appear in an interpretation of an F-logic program P. However, once we can show
that the well-founded model of Pwf is isomorphic to the the optimistic object model
M of P, we can establish an one-to-one mapping between isa(o, c) ∈ Mwf and
o : c ∈ M, between sub(s, c) ∈ Mwf and s :: c ∈ M, between locmvd(s, m, v) ∈ Mwf

and s[m→→ v] s
local ∈ M, between codinhmvd(o, m, v, c) ∈ Mwf and o[m→→ v] c

code ∈
M, and between valinhmvd(o, m, v, c) ∈ Mwf and o[m→→ v] c

value ∈ M, taking into
account the truth values of atoms. Thus the optimistic object model of P can be
effectively computed by the well-founded model of Pwf .

Definition 11.2.2 Let Pwf be the well-founded rewriting of an F-logic program
P and Iwf be a subset of HBPwf . We say that Iwf is in normal form, if for
all o, m, v: mvd(o, m, v) ∈ Iwf iff locmvd(o, m, v) ∈ Iwf , or there is c such that
valinhmvd(o, m, v, c) ∈ Iwf or codinhmvd(o, m, v, c) ∈ Iwf .

Lemma 11.2.1 Let Pwf be the well-founded rewriting of an F-logic program P and
Iwf be a subset of HBPwf . Then lfp(CPwf ,Iwf ) is in normal form.

Proof.

By Definitions 11.2.2, 11.1.2, 4.2.6, and 4.2.5.
2

Lemma 11.2.2 Let Pwf be the well-founded rewriting of an F-logic program P, Î be
a subset of ĤBP, Iwf be a subset of HBPwf which is isomorphic to Î and is in normal
form, and G be a ground positive literal. Then valb

Î
(¬G) = t iff ρb(G) /∈ Iwf .

Proof.

There are three cases to consider:

(1) G = o : c

Then ρb(G) = isa(o, c). It follows that valb
Î
(¬ s : c) = t, iff s : c /∈ Î , by

Definition 5.3.1, iff isa(o, c) /∈ Iwf , because Iwf is isomorphic to Î .

(2) G = s :: c

Then ρb(G) = sub(s, c). It follows that valb
Î
(¬ s :: c) = t, iff s :: c /∈ Î , by

Definition 5.3.1, iff sub(s, c) /∈ Iwf , because Iwf is isomorphic to Î .

(3) G = o[m→→ v]
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Then ρb(G) = mvd(o, m, v). It follows that valb
Î
(¬ o[m→→ v]) = t, iff

valb
Î
(o[m→→ v]) = f , iff o[m→→ v] o

local /∈ Î , o[m→→ v] c
value /∈ Î and

o[m→→ v] c
code /∈ Î for all c, iff locmvd(o, m, v) /∈ Iwf , valinhmvd(o, m, v, c) /∈

Iwf and codinhmvd(o, m, v, c) /∈ Iwf for all c, because Iwf is isomorphic to Î ,
thus iff mvd(o, m, v) /∈ Iwf , since Iwf is in normal form.

2

Proposition 11.2.3 Let Pwf be the well-founded rewriting of an F-logic program P,
Iwf be a subset of HBPwf which is in normal form, and Î be a subset of ĤBP. If Iwf

is isomorphic to Î , then lfp(CPwf ,Iwf ) is isomorphic to lfp(T
P, Î ).

Proof.

Let Jwf = lfp(CPwf ,Iwf ) and Ĵ = lfp(T
P, Î ). First we will show that all of the

following conditions are true:

(1) for all o, c: isa(o, c) ∈ Jwf iff o : c ∈ Ĵ

(2) for all s, c: sub(s, c) ∈ Jwf iff s :: c ∈ Ĵ

(3) for all s, m, v: locmvd(s, m, v) ∈ Jwf iff s[m→→ v] s
local ∈ Ĵ

(4) for all o, m, v, c: valinhmvd(o, m, v, c) ∈ Jwf iff o[m→→ v] c
value ∈ Ĵ

(5) for all o, m, v, c: codinhmvd(o, m, v, c) ∈ Jwf iff o[m→→ v] c
code ∈ Ĵ

(6) for all c, m, o: valcandidate(c, m, o) ∈ Jwf iff c[m]
v
; o ∈ Ĵ

(7) for all c, m, o: codcandidate(c, m, o) ∈ Jwf iff c[m]
c
; o ∈ Ĵ

I. ⇒
First let us define:

Swf
0 = ∅ Ŝ0 = ∅ for limit ordinal 0

Swf
α = CPwf ,Iwf (Swf

α−1) Ŝα = T
P, Î ( Ŝα−1 ) for successor ordinal α

Swf
α =

⋃

β<α

Swf
β Ŝα =

⋃

β<α

Ŝβ for limit ordinal α 6= 0

Swf
∞ =

⋃

α

Swf
α Ŝ∞ =

⋃

α

Ŝα

Then Swf
∞ = lfp(CPwf ,Iwf ) and Ŝ∞ = lfp(T

P, Î ). We will prove by transfinite induction
that for any ordinal α and for all o, s, c, m, v, the following conditions are true:

(1) if isa(o, c) ∈ Swf
α then o : c ∈ Ŝα

(2) if sub(s, c) ∈ Swf
α then s :: c ∈ Ŝα
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(3) if locmvd(s, m, v) ∈ Swf
α then s[m→→ v] s

local ∈ Ŝα

(4) if valinhmvd(o, m, v, c) ∈ Swf
α then o[m→→ v] c

value ∈ Ŝα

(5) if codinhmvd(o, m, v, c) ∈ Swf
α then o[m→→ v] c

code ∈ Ŝα

(6) if valcandidate(c, m, o) ∈ Swf
α then c[m]

v
; o ∈ Ŝα

(7) if codcandidate(c, m, o) ∈ Swf
α then c[m]

c
; o ∈ Ŝα

The case for a limit ordinal α is trivial. Now let α be a successor ordinal. So
Swf

α = CPwf ,Iwf (Swf
α−1).

First we show that for any ground positive literal L, if ρb(L) ∈ Swf
α−1, then

valb
Ŝα−1

(L) = t: (i) If L = o : c, then ρb(L) = isa(o, c). It follows that o : c ∈ Ŝα−1

by the induction hypothesis. Thus valb
Ŝα−1

(o : c) = t; (ii) Similarly, we can show

that if ρb(L) = sub(s, c) ∈ Swf
α−1, then valb

Ŝα−1

(s :: c) = t; (iii) If L = o[m→→ v],

then ρb(L) = mvd(o, m, v). Because Swf
γ ⊆ Swf

α−1 for all γ ≤ α − 1 by Proposi-
tion 4.1.3, there must exist a successor ordinal ρ ≤ α − 1 such that mvd(s, m, v) ∈
Swf

ρ = CPwf ,Iwf (Swf
ρ−1). It follows that locmvd(o, m, v) ∈ Swf

ρ−1, or there is c such

that valinhmvd(o, m, v, c) ∈ Swf
ρ−1 or codinhmvd(o, m, v, c) ∈ Swf

ρ−1, according to the

trailer rules in Definition 11.1.2. Thus o[m→→ v] o
local ∈ Ŝρ−1 , or there is c such that

o[m→→ v] c
value ∈ Ŝρ−1 or o[m→→ v] c

code ∈ Ŝρ−1 , by the induction hypothesis. More-

over, Ŝρ−1 ⊆ Ŝα−1 by Proposition 4.1.3. It follows that valb
Ŝα−1

(o[m→→ v]) = t.

Now consider the following cases:

(1) isa(o, c) ∈ Swf
α and isa(o, c) is derived via a rule Rwf ∈ ground(Pwf ) which is

rewritten from a V-rule R ∈ ground(P).

Then Rwf ≡ isa(o, c)← ρb(C1), . . . , ρ
b(Cm),¬ ρb(G1), . . . ,¬ ρb(Gn), such

that Rwf is the rewriting of R ≡ o : c← C1, . . . , Cm,¬G1, . . . ,¬Gn, where
Ci (1 ≤ i ≤ m) and Gj (1 ≤ j ≤ n) are positive literals. By Definition 4.2.5,

ρb(Ci) ∈ Swf
α−1 for all 1 ≤ i ≤ m, and ρb(Gj) /∈ Iwf for all 1 ≤ j ≤ n. Following

the above claim, valb
Ŝα−1

(Ci) = t for all 1 ≤ i ≤ m. Moreover, Iwf is isomor-

phic to Î and is in normal form, therefore valb
Î
(¬Gj) = t for all 1 ≤ j ≤ n,

by Lemma 11.2.2. So o : c ∈ VC
P, Î ( Ŝα−1 ) ⊆ T

P, Î ( Ŝα−1 ) = Ŝα , by Defini-
tions 7.2.2 and 7.2.6.

(2) isa(o, c) ∈ Swf
α and isa(o, c) is derived via a trailer rule Rwf in ground(Pwf ).

Then there exists s such that Rwf = isa(o, c)← isa(o, s), sub(s, c). It follows

that isa(o, s) ∈ Swf
α−1 and sub(s, c) ∈ Swf

α−1. Thus o : s ∈ Ŝα−1 and s :: c ∈ Ŝα−1

by the induction hypothesis. So o : c ∈ ICt( Ŝα−1 ) ⊆ T
P, Î ( Ŝα−1 ) = Ŝα , by

Definitions 7.2.5 and 7.2.6.



Chapter 11. Implementation 86

(3) sub(s, c) ∈ Swf
α and sub(s, c) is derived via a rule Rwf ∈ ground(Pwf ) which is

rewritten from a V-rule R ∈ ground(P).

Similarly to (1), we can show that s :: c ∈ Ŝα .

(4) sub(s, c) ∈ Swf
α and sub(s, c) is derived via a trailer rule Rwf in ground(Pwf ).

Similarly to (2), we can show that s :: c ∈ Ŝα .

(5) locmvd(s, m, v) ∈ Swf
α

Then locmvd(s, m, v) must be derived via a rule Rwf ∈ ground(Pwf ) which is
rewritten from a V-rule R ∈ ground(P). Similarly to (1), we can also show

that s[m→→ v] s
local ∈ Ŝα .

(6) valinhmvd(o, m, v, c) ∈ Swf
α

By Definition 11.1.2, valinhmvd(o, m, v, c) must be derived via a trailer
rule in ground(Pwf ). It follows that valcandidate(c, m, o) ∈ Swf

α−1,

locmvd(c, m, v) ∈ Swf
α−1, local(o, m) /∈ Iwf , and multiple(c, m, o) /∈ Iwf , by

Definition 11.1.2. So c[m]
v
; o ∈ Ŝα−1 and c[m→→ v] c

local ∈ Ŝα−1 , by the in-

duction hypothesis. Moreover, lc(o, m) /∈ IBP( Î ) and mc(c, m, o) /∈ IBP( Î ),

since Iwf is isomorphic to Î . It follows that o[m→→ v] c
value ∈ ICi

P, Î
( Ŝα−1 ) ⊆

T
P, Î ( Ŝα−1 ) = Ŝα , by Definitions 7.2.5 and 7.2.6.

(7) codinhmvd(o, m, v, c) ∈ Swf
α

By Definition 11.1.2, codinhmvd(o, m, v, c) must be derived via a trailer
rule in ground(Pwf ). It follows that codcandidate(c, m, o) ∈ Swf

α−1,

codmvd(o, m, v, c) ∈ Swf
α−1, local(o, m) /∈ Iwf , and multiple(c, m, o) /∈ Iwf , by

Definition 11.1.2. So c[m]
c
; o ∈ Ŝα−1 by the induction hypothesis. More-

over, lc(o, m) /∈ IBP( Î ) and mc(c, m, o) /∈ IBP( Î ), since Iwf is isomorphic to

Î .

Note that by Definition 11.1.2, codmvd(o, m, v, c) must be derived via a
rule Rwf ≡ codmvd(o, m, v, c)← ρb(C1), . . . , ρ

b(Cm),¬ ρb(G1), . . . ,¬ ρb(Gn),
in ground(Pwf ), which is rewritten from the following C-rule in ground(P),
R ≡ code c[m→→ v]← B1, . . . , Bm,¬F1, . . . ,¬Fn, where Bi and Fj are pos-
itive literals, Ci = (Bi) c\o and Gj = (Fj) c\o, for all 1 ≤ i ≤ m and 1 ≤ j ≤ n.

Similarly to (1), we can show that valb
Ŝα−1

((Bi) c\o) = t for all 1 ≤ i ≤ m

and valb
Î
(¬ (Fj) c\o) = t for all 1 ≤ j ≤ n. It follows that o[m→→ v] c

value ∈

CC
P, Î ( Ŝα−1 ) ⊆ T

P, Î ( Ŝα−1 ) = Ŝα , by Definitions 7.2.4 and 7.2.6.

(8) valcandidate(c, m, o) ∈ Swf
α
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By Definition 11.1.2, valcandidate(c, m, o) must be derived via a trailer
rule in ground(Pwf ). It follows that isa(o, c) ∈ Swf

α−1, locmvd(c, m, v) ∈

Swf
α−1, c 6= o, and override(c, m, o) /∈ Iwf , by Definition 11.1.2. So o : c ∈

Ŝ α−1 and c[m→→ v] c
local ∈ Ŝα−1 , by the induction hypothesis. More-

over, ov(c, m, o) /∈ IBP( Î ), since Iwf is isomorphic to Î . It follows that

c[m]
v
; o ∈ ICc

P, Î
( Ŝα−1 ) ⊆ T

P, Î ( Ŝα−1 ) = Ŝα , by Definitions 7.2.5 and 7.2.6.

(9) codcandidate(c, m, o) ∈ Swf
α

By Definition 11.1.2, codcandidate(c, m, o) must be derived via a trailer rule
in ground(Pwf ). It follows that isa(o, c) ∈ Swf

α−1, coddef(c, m) ∈ Swf
α−1, c 6= o,

and override(c, m, o) /∈ Iwf , by Definition 11.1.2. So o : c ∈ Ŝ α−1 by the

induction hypothesis, and ov(c, m, o) /∈ IBP( Î ), because Iwf is isomorphic

to Î . Moreover, since coddef(c, m) ∈ Swf
α−1, therefore there is a C-rule in P

which specifies the instance method m for the class c, according to Defini-
tion 11.1.2. It follows that c[m]

c
; o ∈ ICc

P, Î
( Ŝα−1 ) ⊆ T

P, Î ( Ŝα−1 ) = Ŝα , by

Definitions 7.2.5 and 7.2.6.

II. ⇐
First construct an extended atom set K̂ from Jwf as follows: generate one

o : c in K̂ for every isa(o, c) in Jwf , one s :: c in K̂ for every sub(s, c) in Jwf , one

s[m→→ v] s
local in K̂ for every locmvd(s, m, v) in Jwf , one o[m→→ v] c

value in K̂ for every

valinhmvd(o, m, v, c) in Jwf , one o[m→→ v] c
code in K̂ for every codinhmvd(o, m, v, c)

in Jwf , one c[m]
v
; o in K̂ for every valcandidate(c, m, o) in Jwf , and one c[m]

c
; o

in K̂ for every codcandidate(c, m, o) in Jwf . Clearly, to prove that the conditions are

true, it suffices to show that K̂ ⊇ Ĵ .

We will show that T
P, Î ( K̂ ) ⊆ K̂ . Thus K̂ ⊇ Ĵ by Proposition 4.1.2, because

Ĵ = lfp(T
P, Î ). Recall that by Definitions 7.2.6 and 7.2.5,

T
P, Î ( K̂ ) = VC

P, Î ( K̂ ) ∪CC
P, Î ( K̂ ) ∪ ICt( K̂ ) ∪ ICc

P, Î
( K̂ ) ∪ ICi

P, Î
( K̂ )

Let A be any atom in T
P, Î ( K̂ ). Consider the following cases:

(1) A ∈ VC
P, Î ( K̂ )

Then there is a V-rule R ≡ H← C1, . . . , Cm,¬G1, . . . ,¬Gn in ground(P),
such that H matches A, Ci (1 ≤ i ≤ m) and Gj (1 ≤ j ≤ n) are positive literals,
valb

K̂
(Ci) = t for all 1 ≤ i ≤ m and valb

Î
(¬Gj) = t for all 1 ≤ j ≤ n. Consider

the rewriting Rwf of R, ρh(H)← ρb(C1), . . . , ρ
b(Cm),¬ ρb(G1), . . . ,¬ ρb(Gn).

First we will show that ρb(Ci) ∈ Jwf for all 1 ≤ i ≤ m: (i) If Ci = o : c, then
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ρb(Ci) = isa(o, c). Since valb
K̂

(o : c) = t, it follows that o : c ∈ K̂ by Defini-

tion 5.3.1. Therefore, isa(o, c) ∈ Jwf , by the construction of K̂ ; (ii) Sim-
ilarly, we can show that Ci = s :: c, then ρb(Ci) = sub(s, c) ∈ Jwf ; (iii) If
Ci = s[m→→ v], then ρb(Ci) = mvd(s, m, v). Since valb

K̂
(s[m→→ v]) = t, it fol-

lows that s[m→→ v] s
local ∈ K̂ , or there exists c such that s[m→→ v] c

value ∈ K̂

or s[m→→ v] c
code ∈ K̂ . So locmvd(s, m, v) ∈ Jwf , or there exists c such that

valinhmvd(s, m, v, c) ∈ Jwf or codinhmvd(s, m, v, c) ∈ Jwf , by the construc-

tion of K̂ . Because Jwf = CPwf ,Iwf (Jwf ), therefore mvd(s, m, v) ∈ Jwf , accord-
ing to the trailer rules in Definition 11.1.2.

By Lemma 11.2.2, ρb(Gj) /∈ Iwf for all 1 ≤ j ≤ n. So ρh(H) ∈ CPwf ,Iwf (Jwf ) =
Jwf , by Definition 4.2.5. It follows that: (i) If A = o : c, then H = o : c. So

ρh(H) = isa(o, c) ∈ Jwf , thus o : c ∈ K̂ ; (ii) Similarly, if A = s :: c, then

s :: c ∈ K̂ ; (iii) If A = s[m→→ v] s
local, then H = s[m→→ v]. So ρh(H) =

locmvd(s, m, v) ∈ Jwf , thus s[m→→ v] s
local ∈ K̂ .

(2) A ∈ CC
P, Î ( K̂ )

Then A = o[m→→ v] c
code. It follows that c[m]

c
; o ∈ K̂ , lc(o, c) /∈

IBP( Î ), mc(c, m, o) /∈ IBP( Î ), and there is a C-rule R in ground(P),
R ≡ code c[m→→ v]← C1, . . . , Cm,¬G1, . . . ,¬Gn, such that Ci (1 ≤ i ≤ m)
and Gj (1 ≤ j ≤ n) are positive literals, valb

K̂
((Ci) c\o) = t for all 1 ≤ i ≤ m

and valb
Î
(¬ (Gj) c\o) = t for all 1 ≤ j ≤ n. Consider the rewriting Rwf

of R, Rwf ≡ codmvd(o, m, v, c)← ρb(B1), . . . , ρ
b(Bm),¬ ρb(F1), . . . ,¬ ρb(Fn),

where Bi = (Ci) c\o for all 1 ≤ i ≤ m and Fj = (Gj) c\o for all 1 ≤ j ≤ n. Sim-

ilarly to (1), we can also show that ρb(Bi) ∈ Jwf for all 1 ≤ i ≤ m. By
Lemma 11.2.2, ρb(Fj) /∈ Iwf for all 1 ≤ j ≤ n. So codmvd(o, m, v, c) ∈
CPwf ,Iwf (Jwf ) = Jwf , by Definition 4.2.5.

Because c[m]
c
; o ∈ K̂ , therefore codcandidate(c, m, o) ∈ Jwf , by the con-

struction of K̂ . Note that lc(o, c) /∈ IBP( Î ) and mc(c, m, o) /∈ IBP( Î ). Since

Iwf is isomorphic to Î , it follows that local(o, c) /∈ Iwf and multiple(c, m, o) /∈
Iwf . So codinhmvd(o, m, v, c) ∈ CPwf ,Iwf (Jwf ) = Jwf , according to the trailer

rules of Pwf and Definition 4.2.5. It follows that o[m→→ v] c
code ∈ K̂ .

(3) A ∈ ICt( K̂ )

If A = o : c, then there exists x such that o : x ∈ K̂ and x :: c ∈ K̂ . So
isa(o, x) ∈ Jwf and sub(x, c) ∈ Jwf , by the construction of K̂ . It follows that
isa(o, c) ∈ CPwf ,Iwf (Jwf ) = Jwf , by Definition 4.2.5 and the trailer rules of

Pwf . Thus o : c ∈ K̂ . Similarly, if A = s :: c, we can also show that s :: c ∈ K̂ .

(4) A ∈ ICc

P, Î
( K̂ )
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If A = c[m]
v
; o, then o : c ∈ K̂ , c 6= o, c[m→→ v] c

local ∈ K̂ , and ov(c, m, o) /∈

Î , by Definition 7.2.5. Because K̂ is constructed from Jwf and Iwf is iso-
morphic to Î , it follows that isa(o, c) ∈ Jwf , locmvd(c, m, v) ∈ Jwf , and
override(c, m, o) /∈ Iwf . So valcandidate(c, m, o) ∈ CPwf ,Iwf (Jwf ) = Jwf , by

Definition 4.2.5 and the trailer rules of Pwf . Thus c[m]
v
; o ∈ K̂ . Similarly,

if A = c[m]
c
; o, we can also show that c[m]

c
; o ∈ K̂ .

(5) A ∈ ICi

P, Î
( K̂ )

Then A = o[m→→ v] c
value, and c[m]

v
; o ∈ K̂ , c[m→→ v] c

local ∈ K̂ , lc(o, m) /∈

Î , mc(c, m, o) /∈ Î , by Definition 7.2.5. Because K̂ is constructed from

Jwf , and Iwf is isomorphic to Î , it follows that valcandidate(c, m, o) ∈ Jwf ,
locmvd(c, m, v) ∈ Jwf , local(o, m) /∈ Iwf , multiple(c, m, o) /∈ Iwf . So by Defini-
tion 4.2.5 and the trailer rules of Pwf , valinhmvd(o, m, v, c) ∈ CPwf ,Iwf (Jwf ) =

Jwf . Thus o[m→→ v] c
value ∈ K̂ .

Finally, to finish the proof that Jwf is isomorphic to Ĵ , we still need to show that
the following conditions are true:

(1) for all o, m: local(o, m) ∈ Jwf iff lc(o, m) ∈ IBP( Ĵ )

(2) for all c, m, o: multiple(c, m, o) ∈ Jwf iff mc(c, m, o) ∈ IBP( Ĵ )

(3) for all c, m, o: override(c, m, o) ∈ Jwf iff ov(c, m, o) ∈ IBP( Ĵ )

Note that local/2, multiple/3, and override/3 can only be derived via the trailer rules
as defined in Definition 11.1.2. Moreover, Jwf = CPwf ,Iwf (Jwf ). It follows that:

(1) local(o, m) ∈ Jwf , iff there exists v such that locmvd(o, m, v) ∈ Jwf , iff there

exits v such that o[m→→ v] o
local ∈ Ĵ , iff lc(o, m) ∈ IBP( Ĵ ).

(2) multiple(c, m, o) ∈ Jwf , iff there exists x 6= c such that valcandidate(x, m, o) ∈
Jwf or codcandidate(x, m, o) ∈ Jwf , iff there exists x 6= c such that x[m]

v
; o ∈

Ĵ or x[m]
c
; o ∈ Ĵ , iff mc(c, m, o) ∈ IBP( Ĵ ).

(3) override(c, m, o) ∈ Jwf , iff there is x, such that x 6= c, x 6= o, sub(x, c) ∈
Jwf , isa(o, x) ∈ Jwf , and there is v such that locmvd(x, m, v) ∈ Jwf or

coddef(x, m) ∈ Jwf , iff there is x such that x 6= c, x 6= o, x :: c ∈ Ĵ , o : x ∈ Ĵ ,

and there is v such that x[m→→ v] x
local ∈ Ĵ or there is a C-rule in P which

specifies the instance method m for the class c, iff ov(c, m, o) ∈ IBP( Ĵ ).

2

Before we finally show the main theorem of this section, we need to introduce
notations to represent the intermediate results during the computation of the well-
founded model of a given program.
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Definition 11.2.3 Given the well-founded rewriting Pwf of an F-logic program P,
define:

Twf
0 = ∅ Uwf

0 = SPwf (Twf
0 ) for limit ordinal 0

Twf
α = SPwf (Uwf

α−1) Uwf
α = SPwf (Twf

α ) for successor ordinal α

Twf
α =

⋃

β<α

Twf
β Uwf

α = SPwf (Twf
α ) for limit ordinal α 6= 0

Twf
∞ =

⋃

α

Twf
α Uwf

∞ = SPwf (Twf
∞ )

Lemma 11.2.4 Let α range over all ordinals, then Twf
α , Twf

∞ , Uwf
α , and Uwf

∞ are all
in normal form.

Proof.

First we show by transfinite induction that Twf
α is in normal form for any ordinal

α. The case is trivial for limit ordinal 0. If α is a successor ordinal, then Twf
α =

SPwf (Uwf
α−1) = lfp(C

Pwf ,U
wf
α−1

). It follows that Twf
α is in normal form, by Lemma 11.2.1.

Now suppose α 6= 0 is a limit ordinal. Then Twf
α =

⋃
β<α Twf

β . By Definition 11.2.2, we

need to show that for all o, m, v: mvd(o, m, v) ∈ Twf
α iff locmvd(o, m, v) ∈ Twf

α , or there
is c such that valinhmvd(o, m, v, c) ∈ Twf

α or codinhmvd(o, m, v, c) ∈ Twf
α .

(1) ⇒
If mvd(o, m, v) ∈ Twf

α , then there exists β < α such that mvd(o, m, v) ∈ Twf
β .

Twf
β is in normal form by the induction hypothesis. Thus locmvd(o, m, v) ∈

Twf
β ⊆ Twf

α , or there is c such that valinhmvd(o, m, v, c) ∈ Twf
β ⊆ Twf

α or

codinhmvd(o, m, v, c) ∈ Twf
β ⊆ Twf

α .

(2) ⇐
If locmvd(o, m, v) ∈ Twf

α , then there exists β < α such that locmvd(o, m, v) ∈
Twf

β . It follows that mvd(o, m, v) ∈ Twf
β ⊆ Twf

α , since Twf
β is in normal form by

the induction hypothesis. On the other hand, if there exists exists c such that
valinhmvd(o, m, v, c) ∈ Twf

α or valinhmvd(o, m, v, c) ∈ Twf
α , then there exists

γ < α such that valinhmvd(o, m, v, c) ∈ Twf
γ or codinhmvd(o, m, v, c) ∈ Twf

γ .
It follows that mvd(o, m, v, c) ∈ Twf

γ ⊆ Twf
α , since Twf

γ is in normal form by
the induction hypothesis.

Similarly, we can also prove that Twf
∞ is in normal form. Moreover, for any ordinal

α, Uwf
α = SPwf (Twf

α ) = lfp(C
Pwf ,T

wf
α

). It follows that Uwf
α is in normal form, by

Lemma 11.2.1. Similarly, we can also show Uwf
∞ is in normal form.

2
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Theorem 11.2.5 Given the well-founded rewriting Pwf of an F-logic program P, the
well-founded model of Pwf is isomorphic to the optimistic object model of P.

Proof.

Let Mwf = 〈Twf ; Uwf 〉 be the well-founded model of Pwf . Then by Proposi-
tion 4.2.4, Twf = Twf

∞ and Uwf = Uwf
∞ − Twf

∞ . Let M = 〈T; U 〉 be the optimistic

object model of P. Then by Lemma 9.1.2, T = π(T̂∞) and U = π(Û∞ − T̂∞). There-
fore, by Definition 11.2.1, to show that Mwf is isomorphic to M, it suffices to show
that Twf

∞ is isomorphic to T̂∞ and Uwf
∞ is isomorphic to Û∞.

First note that Twf
α and Uwf

α are in normal form for any ordinal α, by Lemma 11.2.4.

Now we will prove by transfinite induction that Twf
α is isomorphic to T̂α and Uwf

α is

isomorphic to Ûα, for any ordinal α.

(1) If α = 0, then Twf
0 is isomorphic to T̂0, since Twf

0 = ∅ and T̂0 = ∅.
Uwf

0 = SPwf (Twf
0 ) = lfp(C

Pwf ,T
wf
0

), by Definitions 11.2.3 and 4.2.6, and

Û0 = ΨP(T̂0) = lfp(T
P,T̂0

), by Definitions 9.1.2 and 7.2.7. It follows that

Uwf
0 is isomorphic to Û0, by Proposition 11.2.3.

(2) If α is a successor ordinal, then Twf
α = SPwf (Uwf

α−1) = lfp(C
Pwf ,U

wf
α−1

), by

Definitions 11.2.3 and 4.2.6, and T̂α = ΨP(Ûα−1) = lfp(T
P,Ûα−1

), by Defini-

tions 9.1.2 and 7.2.7. Moreover, Uwf
α−1 is isomorphic to Ûα−1 by the induction

hypothesis. It follows that Uwf
α is isomorphic to Ûα, by Proposition 11.2.3.

Similarly to (1), we can also show that Uwf
α is isomorphic to Ûα.

(3) If α 6= 0 is a limit ordinal, then Twf
α =

⋃
β<α Twf

β and T̂α =
⋃

β<α T̂β. Clearly,

Twf
α is isomorphic to T̂α, because Twf

β is isomorphic to T̂β for all β < α,

by the induction hypothesis. Similarly to (1), we can also show that Uwf
α is

isomorphic to Ûα.

Note that Twf
∞ =

⋃
α Twf

α and T̂∞ =
⋃

α T̂α. Therefore, it follows that Twf
∞

is isomorphic to T̂∞, because Twf
α is isomorphic to T̂α, for any ordinal α. More-

over, Uwf
∞ = SPwf (Twf

∞ ) = lfp(C
Pwf ,T

wf
∞

), by Definitions 11.2.3 and 4.2.6, and Û∞ =

ΨP(T̂∞) = lfp(T
P,T̂∞

), by Definitions 9.1.2 and 7.2.7. Thus Uwf
∞ is isomorphic to Û∞,

by Proposition 11.2.3.
2
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11.3 Data Complexity

In general, the optimistic object model of an F-logic program is not necessarily re-
cursively enumerable. However, for function-free F-logic programs, the Herbrand
universe is finite and thus the optimistic object model can be effectively constructed.
In this section we discuss data complexity for such programs.

In this dissertation we consider only a subset of F-logic, which contains three kinds
of atoms: o : c, s :: c, and s[m→→ v]. Any ground atomic query must have one of these
three forms, where o, c, s, m, v are constants.

As for Datalog programs, we can divide any F-logic program, P, into two disjoint
parts: an intentional database (IDB), PR, which consists of all rules in P and no
facts, and an extensional database (EDB), PF, which contains only the facts in P.
We can think of PR as a function that maps any EDB, PF, to the optimistic object
model of the combined F-logic program PR∪PF. Following [57], we have the following
definition of data complexity.

Definition 11.3.1 (Data Complexity) Given an IDB PR and an EDB PF, the
data complexity of PR is defined as the computational complexity of deciding the
truth value of any ground atomic query in the optimistic object model of PR ∪PF, as
a function of the size of PF.

Given an F-logic program P = PR ∪ PF and its well-founded rewriting Pwf , let
Pwf

R be the IDB of Pwf , and Pwf
F be the EDB of Pwf . By Definitions 11.1.1 and 11.1.2,

Pwf
R consists of the trailer rules shown in Figure 12 plus the rewritings of all rules in

PR. The EDB Pwf
F consists of the rewritings of all facts in PF. Because the rewriting

of an F-logic rule is linear and the size of the trailer is a constant, the size of Pwf
R is

linear in the size of PR and the size of Pwf
F is also linear in the size of PF.

By Theorem 11.2.5, the well-founded model of Pwf is isomorphic to the optimistic
object model of P. Therefore, the data complexity of the optimistic object model
semantics reduces to the data complexity of the well-founded semantics.

Because the rewriting does not introduce new function symbols, the rewriting
of a function-free F-logic program is a function-free Datalog program. Since data
complexity of the well-founded semantics for function-free programs is polynomial
time [18], we have the following corollary.

Corollary 11.3.1 The data complexity of the optimistic object model semantics for
function-free F-logic programs is polynomial time.
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Conclusion and Future Work

We have developed a comprehensive model theory for nonmonotonic multiple value
and code inheritance for general, unrestricted object-oriented knowledge bases. Our
new inheritance semantics supports implicit inference by inheritance as well as explicit
deduction via rules. Inference by inheritance supports a multitude of features, such as
overriding, nonmonotonic multiple value and code inheritance, meta programming,
and dynamic class hierarchies — the important features that are fundamental to
advanced object-oriented knowledge management.

12.1 Contributions

Here we summarize our contributions in this work:

(1) In the setting of three-valued models, we formalize the notions of locality,
context, and inheritance candidacy, and formally define the inheritance pos-
tulates that capture the common intuition behind overriding and conflict
resolution in nonmonotonic multiple value and code inheritance. These pos-
tulates specify the minimum requirements for an object model of a program.

(2) We specify an extended alternating fixpoint procedure which can be used to
compute object models for F-logic programs.

(3) We define stable object models which satisfy a certain computational prop-
erty of the alternating fixpoint procedure that we introduce. Moreover, we
formally prove that stable object models satisfy all the inheritance postulates.

(4) We define a unique object model, called optimistic object model, for any given
F-logic program. We prove three different characterizations of the optimistic
object model semantics: the optimistic object model is the least fixpoint of

93
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the extended alternating fixpoint computation; it is the least stable object
models with respect to information ordering; and it is a minimal object model
with respect to truth ordering.

(5) We propose a linear-time rewriting algorithm which translates F-logic pro-
grams to a certain kind of general logic programs, and formally prove the
isomorphism between the well-founded model of the rewritten program and
the optimistic object model of the original F-logic program.

(6) Our new inheritance semantics has been implemented in the Flora-2 sys-
tem [59], which incorporates F-logic, HiLog, and Transaction Logic into a
single, coherent logic language.

To the best of our knowledge, the optimistic object model semantics is currently
the only model-theoretic semantics for nonmonotonic multiple value and code inher-
itance that applies to general, unrestricted object-oriented knowledge bases.

12.2 Future Work

Our formalization of value and code inheritance defines the concepts of locality, con-
text, inheritance candidacy, and introduces the inheritance postulates. These notions
have implications beyond the semantics and implementation of inheritance. In par-
ticular, this sets the foundation for a framework in which various inheritance policies
can be defined programmatically.

The overriding semantics in our new model theory can be termed as most-specific-
definition-based overriding [25], which is commonly used in AI systems. However, we
do not claim that this is the only useful inheritance semantics in object-oriented
knowledge bases. It has been argued that no single inheritance policy can suit all
needs. Indeed, some advanced applications require a variety of overriding and in-
heritance semantics. For instance, path-based overriding [25] is widely used in the
research on discretionary access control; inflating inheritance [28] and null inheri-
tance [28] are used for multilevel security in databases [27]. The difference between
most-specific-definition-based and path-based overriding can be seen in the following
example.

Example 12.2.1 Consider the program in Figure 13 which contains facts only. Ac-
cording to the optimistic object model semantics, c4[m] is not a value inheritance
candidate for c1, because it is overridden by a more specific inheritance context, c3[m],
of c1. So we can derive c1[m→→ a] but not c1[m→→ b]. We can see that most-specific-
definition-based overriding only takes into account class memberships and subclass
relationships. On the other hand, path-based overriding factors in topologies of class
hierarchies. In the program, the class c1 has two distinct inheritance paths to c4:
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c1 → c2 → c4 and c1 → c3 → c4. Although c4[m] is overridden by c3[m] along the
path c1 → c3 → c4, it is not overridden along the path c1 → c2 → c4. Therefore, ac-
cording to the path-based semantics, we could derive c1[m→→ b] and c1[m→→ a] by
inheritance along the two paths, c1 → c2 → c4 and c1 → c3 → c4, respectively. 2

c1

c2 c3[m->>a]

c4[m->>b]

c1 : c2.
c1 : c3.
c2 :: c4.
c3 :: c4.
c3[m→→ a].
c4[m→→ b].

Figure 13: Most-Specific-Definition-Based and Path-Based Overriding

Example 12.2.2 We use the program in Figure 13 to illustrate the idea of pro-
grammable inheritance. As we have explained in Example 12.2.1, under the most-
specific-definition-based overriding semantics, this program yields c1[m→→ a] but not
c1[m→→ b]. In contrast, we can derive both using path-based overriding.

How can one specify path-based inheritance for the class c1 programmatically?
Generally, we can think of path-based inheritance as inheritance directly via imme-
diate superclasses of a given object. For instance, in Figure 13, c2 and c3 are both
immediate superclasses of c1, whereas c4 is not.

The first step is to introduce new syntax1 to represent immediate class member-
ships. To this end, we introduce new atoms of the form, o || c, to denote that c is an
immediate superclass of o (conversely, o is an immediate member of c). Second, we
need to distinguish rules intended for customizing inheritance semantics from rules
for specifying class and object methods. The system will use the inheritance rules
only when the need for customized inheritance arises. For this purpose, we introduce
a special keyword, inh, to mark the rules for programmable inheritance.

With these new language constructs, we can program path-based inheritance for
the class c1 as follows.

inh c1[m→→V] ← c1 ||X, X[m→→V].

Given the program in Figure 13 and provided that the system recognizes this rule to
compute inheritance for c1, we can derive both c1[m→→ a] and c1[m→→ b] (assuming
that c2 also inherits m→→ b from c4). 2

1The original F-logic and the current Flora-2 query language do not have syntax constructs to
represent immediate class memberships.
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Some papers in the literature discuss ideas on how to customize inheritance se-
mantics. However, most of them propose only ad hoc syntax and do not attempt to
develop a general framework for expressing different inheritance semantics.

The work of Dobbie and Topor [14] restricts the syntax of queries to designate
the source of inheritance, so that at compile time multiple inheritance conflicts can
be detected by checking certain syntactic conditions. This is similar to the approach
taken in C++. However, the special syntax only aims at resolving multiple inheritance
conflicts, but not at defining different inheritance semantics.

Jamil and Lakshmanan [29] introduce meta syntax in their query language to
express withdrawal of inheritance, which enables declaring inheritance to be prohib-
ited from a superclass or by a subclass. Although the scenario considered in [29] is
more general than [14], their work is still primarily concerned with resolving multiple
inheritance conflicts.

In [28], Jamil develops a proof theory for the so called parametric inheritance. In
his framework, rules are marked with two parameters representing different inheri-
tance types (such as override and inflate) and different inheritance modes (such as
value, code, and null), respectively, so that users can parameterize — but not pro-
gram — propagation of inheritance. However, parametric inheritance is still an ad
hoc, complicated, and insufficiently general mechanism for specifying a wide variety of
inheritance semantics. For example, it does not support withdrawal of inheritance as
proposed in [29]. Because the way inheritance is controlled is tightly coupled with the
core query language syntax, the proof theory can not account for nonmonotonic mul-
tiple inheritance. Moreover, it is not clear how to change the inheritance semantics
for a class without even affecting its superclasses.

Jajodia et al. [25] propose a logic-based language that offers flexibility in spec-
ifying various access control policies in database security. It utilizes different inher-
itance semantics as convenient ways of propagating authorizations among subjects
and objects that are organized in class hierarchies. However, their language is crafted
specifically for access control. It is too general on one hand and insufficient on the
other. In particular, it does not support many important features of object-oriented
languages, such as value and code inheritance. More importantly, no formal semantics
for inheritance is attached to their proposed framework.

As we have seen, although the importance of the issue of programmability in
customizing inheritance semantics has been recognized, it has not been very well
studied in the literature. It is not enough to just extend inheritance semantics by
enumerating a limited number of scenarios like [28] or [25], since the semantics suitable
for different applications can be very diverse. Therefore, it is desirable to develop a
general mechanism with which users can program the desired effects of inheritance.
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