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Abstract
This paper introduces a new approach for decision support on the internet. It is characterized by a preference-based filtering relying on the integration of content-based and collaborative filtering principles. We present algorithms that support a key aspect of recommender systems that was absent in early systems: the ability to explain and justify recommendations. A tight integration of preference modeling and machine learning is proposed to support both collaborative decision making and active rating. This integration addresses the problem of both efficiency and storage to scale up with large community of users. For the sake of illustration, we present the main features of the “film-conseil” system which implements the proposed approach for movie recommendation tasks on the internet.
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1 INTRODUCTION

During the last decade, the development of information systems and services on electronic supports, the massive usage of personal computers and the multiplication of web-access providers have established the internet as a major information and communication tool. Due to this success, an exponentially growing amount of information is available on the web and an ever larger number of users are browsing web pages, seeking useful information, documents and products. In this context, the development of tools allowing the content of thousands of electronic resources to be extracted and efficiently stored, and the elaboration of intelligent search tools and automatic filtering systems become a key issue. In this direction, multiple search engines and recommendation systems have been proposed, based on machine learning, classification and aggregation techniques aiming at selecting (or possibly ranking) relevant documents or items for a given user [35, 1]. In the same time, multiple useful techniques based on fuzzy set theory have been developed for the management of imperfect information in a database and the processing of approximative queries (see [6, 8, 5, 9, 22]).

Besides these works concerning information retrieval and data mining, the recent development of the electronic commerce has open new spaces for preference modeling and decision support activities. Nowadays, the internet is not only seen as a new media for advertising and sales enhancement, but also as a powerful tool for improving our knowledge of consumer’s preferences and aspirations. Web-advisor systems are not only used to provide users with relevant recommendations for an item but also to collect individual preference information, to model the collective opinion and to anticipate the market trend (electronic marketing). In this respect, the basic research problems to be studied are linked to knowledge and belief representation, individual and collective preference modeling and preference aggregation. Such preoccupations motivate a new body of activities oriented towards information sciences (see [25]) and relying both on artificial intelligence techniques and decision theory.
As an illustration of such new activities, we are interested here in the conception of collaborative\(^1\) decision support systems based on the implicit sharing of preferences and experiences between different individuals facing similar decision or search problems. More precisely, “Collaborative decision support” (CDS) is basically concerned with a new category of decision or search problems where \textit{any individual seeks recommendation for his personal choices, the other individuals being only considered as possible advisors.} Despite the multiplicity of possible advisors, the problem addressed in CDS is not a matter of group decision making or negotiation between individuals. Indeed, in CDS, the problem is to find a recommendation that best fits the preferences of a single decision maker, rather than to seek a compromise solution satisfying all the users. The recommendation provided to the decision maker (also called the \textit{active user}) is based on other users experiences without any explicit communication or cooperation. The individuals that have contributed to the recommendation might not be even aware of their role of advisors. On the other hand, despite the fact that each individual is making a decision, CDS is neither an individual decision making problem nor a group decision making. Indeed, there are several decision problems (one per individual) to be addressed simultaneously. Moreover, each individual has an influence on the recommendation provided to other individuals. Therefore the set of decision problems as a whole \textit{cannot} be viewed as mere collection of independent decision problems.

In this paper we assume that several independent individuals called \textit{users} have been connected (\textit{e.g.} through a given web site) to a given decision support system and have expressed their preferences (\textit{e.g.} using grades of satisfaction) about some universal items (\textit{e.g.} movies, CDs, books, pictures...). The problem we address is to provide each individual with relevant recommendation regarding items that s/he has not yet graded. After introducing a general formalism to express different filtering principles, we introduce a set of interpretable content-based and collaborative principles for preference-based filtering (section 2). Then we discuss the main issues linked to the development of an effective recommender system based on these principles (section 3). Finally, we present the main features of the “film-conseil” movie recommender system developed during the past years (section 4).

\(^1\)The term “collaborative” refers to the use of “collaborative filtering” algorithms [40] also called “social filtering” algorithms [42].
2 FORMALIZING INFORMATION FILTERING

2.1 Basic concepts and notations

Formally, a collaborative decision problem is characterized by a set of users \( U \) that make use of the recommender system, a set of items \( I \) (possibly relevant for users) and a set of grades assigned to some items by some users. More precisely, assuming that any individual \( u \in U \) has graded a subset of items \( G(u) \subseteq I \), we want to assess the value of every item in \( I \setminus G(u) \) for every user \( u \), so as to provide him, with a relevant selection of items.

Let \( Z \) be a gradation scale, bounded and completely ordered and let \( z_{iu} \in Z \) denote the grade given to \( i \) by user \( u \), for all \( u \in U \) and all \( i \in G(u) \). Within \( Z \) we distinguish 3 particular grades, namely the maximal grade \( z^* \), the minimal grade \( z^- \) and a neutral grade \( z^0 \) dividing the scale \( X \) into two parts: the part \([z^0, z^*]\) corresponds to positive evaluations whereas the part \([z^-, z^0]\) corresponds to negative evaluations. Because people use grades differently, we let the possibility of defining a different neutral grade to each individual. This individual reference point will be denoted \( z^0_u \) for any user \( u \in U \). It is a priori fixed to the a default value \( z^0 \in Z \) for every new user \( u \in U \) but may evolve when new grades are entered.

These grades correspond to absolute satisfaction levels expressing the subjective evaluation of individuals with respect to items. The grade \( z^* \) means that the user likes very much the item and would strongly recommend it to other users whereas \( z^- \) means that the user strongly rejects the item and wishes to advise other users strongly against it. The neutral point \( z^0_u \) corresponds to a situation where user \( u \) is neither positive nor negative about the item. Several additional reference points corresponding to intermediary levels of attractiveness could be considered as well, so as to facilitate the elicitation of user preferences.

As mentioned in the introduction, we want to complete the collaborative approach with a recommendation principle based on the multiattribute analysis of items. This is only possible when a database is available, providing information about the characteristics of the different items. In this paper, we assume that every item \( i \in I \) is described by a tuple \( (d_1(i), \ldots, d_n(i)) \) of attribute values representing the image of \( i \) within a multiattribute space \( X = X_1 \times \ldots \times X_n \). Such attribute values may be directly obtained from a database describing items or extracted from a complex document. Usually the attributes refer to very different features of the item and are of different
types. Basically, the possible types for attribute values are booleans, integers, reals, strings, and lists.

The elaboration of a recommendation system requires the construction of a relational structure linking users to items, but also users to one another and items to one another. Because these relations may be more or less well established, we have chosen to formalise these notions using the language of fuzzy sets (see [23, 7]). We introduce now a fuzzy relational system which is the basis of our filtering methods. Basically, we can distinguish three types of relations:

- The Preference relation $P$ defined on the space $I \times U$ and characterized by the signed membership function $p : I \times U \rightarrow [-1, 1]$ where $p(i, u)$ must be interpreted as the degree of attractiveness of item $i$ for user $u$. This attractiveness is not necessarily proportional to the grade $z_{iu}$. Moreover, one can readily imagine two different users $u$ and $v$ giving the same grades to an item $i$ may have different preference intensities with respect to $i$. Conversely, two different grades $z_{iu}$ and $z_{iv}$ may represent the same level of satisfaction for users $u$ and $v$. For this reason, it seems preferable to define $p(i, u)$ as a function of quantities $z_{iu}$ and $z_{iu}^0$. For example, let us define $p(i, u) = f_u(z_{iu})$ where $f_u : Z \rightarrow [-1, 1]$ is a non-decreasing function such that $f_u(z_{iu}) = -1$, $f_u(z_{iu}^0) = 0$ and $f_u(z^+) = 1$. Function $f_u$ reflects the preference intensities for user $u$ and may differ from a user to another (e.g. depending on the gradation interval used by $u$).

This relation can be split into two fuzzy relations $P^+$ and $P^-$ corresponding to the positive and negative parts of $P$ respectively. These relations are defined as fuzzy subsets of the space $I \times U$ and characterized by the membership functions $p^\sigma : I \times U \rightarrow [0, 1], \sigma \in \{+, -\}$, where $p^+(i, u)$ (resp. $p^-(i, u)$) must be interpreted as the degree of attractiveness (resp. repulsion) of item $i$ for user $u$. The membership values $p^+(i, u)$ and $p^-(i, u)$ are defined by:

$$p^+(i, u) = \max\{p(i, u), 0\}$$
$$p^-(i, u) = \max\{0, -p(i, u)\}$$

Hence, we have $\min\{p^+(i, u), p^-(i, u)\} = 0$ for all pairs $(i, u)$ such that $i \in G(u)$. Moreover $p(i, u) = p^+(i, u) - p^-(i, u)$.
• The fuzzy resemblance between users $R$ is defined as a fuzzy subset of the space $U \times U$ and characterized by the membership function $r : U \times U \rightarrow [0,1]$ where $r(u,v)$ must be interpreted as the subjective resemblance between the two users. Depending on the application, this subjective resemblance can be defined as a measure of closeness between preference judgements or alternatively as an influence relation measuring to which extend a preference judgement should be transferred from a user to another.

• The fuzzy similarity between items $S$ is defined as a fuzzy subset of the space $I \times I$ and characterized by the membership function $s : I \times I \rightarrow [0,1]$ where $s(i,j)$ represents the multiattribute similarity between items, defined from the descriptors $d(i)$ and $d(j)$.

For the sake of illustration, we will use Figure 1 representing relations $P$, $R$ and $S$ on a subset of three users denoted 1, 2, 3 and four items denoted $a, b, c, d$.

![Figure 1: The relational system](image)

These three relations form the core of the recommendation system. We will show in the next section how recommendations can be derived from such relations. In order to formalise the recommendation principle, we will also consider the following relations:
• The expected preference relation $\hat{P}$ defined as a fuzzy subset of the space $I \times U$ and characterized by the membership function $\hat{p} : I \times U \rightarrow [0, 1]$ where $\hat{p}(i, u)$ must be interpreted as the expected degree of attractiveness of item $i$ for user $u$. The relation $\hat{P}$ is not given a priori. It must be derived from the other relations and used by the recommender system to provide users with a relevant selection of items. In the next subsection, we will introduce two different ways of constructing the $\hat{P}$ relation. This is the reason why two different relations denoted $\hat{P}$ and $\hat{P}_r$ are represented on Figure 1.

• The fuzzy Qualification relation $Q$ is defined as a fuzzy subset of the space $I \times U$ and characterized by the membership function $q : I \times U \rightarrow [0, 1]$ where $q(i, u)$ must be interpreted as the qualification of user $u$ in its evaluation of the item $i$. This qualification can be given by the user $u$ itself (self-evaluation of its expertise level on the subject) or by other users (peer-evaluation often given with respect to the usefulness of the comments associated to the evaluation of user $u$) or may be assessed by the system based on how useful were the previous recommendations made by user $u$ concerning item $i$ for other users.

Remark. The fuzzy relations introduced above are used to represent ill-defined relations attached to vague predicates like preference, similarity, resemblance and qualification. Hence, the gradations used for membership values must be seen as levels of intensity but not as levels of plausibility. An interesting alternative use of fuzzy sets might be to consider the $P, Q, R, S$ as ill-known relations reflecting the imperfection of the information about preference and similarities. In such a case it might be interesting to re-examine the problem in the setting of possibility theory [24]. This is left for further investigation.

2.2 The content-based, non-collaborative approach

There is a large body of recommender systems that are solely based on the analysis of content to provide recommendation. These approaches encompassing the ones used in information retrieval are the ones that have been

\footnote{The term “expected” has a different meaning here than in “expected value”. In particular, it does not mean that we are dealing with uncertainty.}
used in the past for various kinds of items. The basic idea is to rely on a fuzzy similarity between items $S$ and a fuzzy preference relation $P$. Following this idea already present in [39], we simply define relation $\hat{P}$ as the composition of fuzzy relations $S$ and $P$:

$$\hat{P} = S \cdot P$$  \hspace{1cm} (1)

This can be explained by the following simple principle:

*Item $i$ is recommended to user $u$ if there exists another item $j$ similar to $i$ which is known as attractive for $u$*

Following this principle, we ought to recommend an item $i$ to a user $u$ if and only if $i$ was not graded by $u$ and $iSjPu$ for some $j$. This can be formalized by the following logical condition:

$$\hat{P}(i, u) \equiv \neg(i \in G(u)) \land (\exists j \in I \setminus \{i\}, (S(i, j) \land P(j, u)))$$  \hspace{1cm} (2)

**Example.** In the case depicted on Figure 1, relations $S$ is represented by a double dotted arrow and $\hat{P}$ by a dotted line. We assume here that $z_{2b}$ is a very positive grade (close to $z^+$). We have $dS.P2$ due to the $SP-$Path: $(d, b), (b, 2)$. Considering this path, $d$ ought to be recommended to user 2 because the later expressed a positive opinion on $b$, an item similar to $d$.

Equation (2) defines the preference $\hat{P}(i, u)$ as a combination of the preference indices $P(j, u)$ for all items $j$ which are similar to $i$. In this respect, it can be seen as a case-based decision rule close to those proposed in [20, 21].

One might object that the presence of a single item $j$ in the neighborhood of $i$ is not a sufficient reason to justify the recommendation. Moreover, the close neighborhood of $j$ may contain another item $k$ which is negatively graded by $u$. For this reason, it seems preferable to consider negative as well as positive arguments in the definition of $P$. For this reason, we have to detect the presence of positive and negative arguments, represented by the two following conditions, for $\sigma \in \{-, +\}$:

$$\hat{P}^\sigma(i, u) \equiv \neg(i \in G(u)) \land (\exists j \in I \setminus \{i\}, (S(i, j) \land P^\sigma(j, u)))$$  \hspace{1cm} (3)

The condition $\hat{P}^+(i, u)$ reflects the presence of arguments supporting the recommendation $\hat{P}(i, u)$ whereas the condition $\hat{P}^-(i, u)$ reflects the presence of arguments against this recommendation.
Let us assume temporarily that relations $P^+$ and $P^-$ are crisp and that conditions introduced in (3) are interpreted in the classical boolean logic. These two conditions being independent, we obtain four basic different situations (as argued in [2], [28] and [44]). This four situations which are a consequence of the bi-polarity of the preference scale are represented by the following table:

<table>
<thead>
<tr>
<th>$P^+(i, u)$</th>
<th>$P^-(i, u)$</th>
<th>$P(i, u)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>true</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>unknown</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>contradictory</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>false</td>
</tr>
</tbody>
</table>

At this level of description, the first situation (true) is the only one where the recommendation of item $i$ to individual $u$ seems fully justified. In practice, one can expect to observe an artificially large number of cases in which the situation contradictory or unknown holds, making the recommendation principle inefficient.

In order to refine this first recommendation principle and produce a more discriminating decision procedure, it seems interesting to balance the strength of pros and cons in the assessment of predicate $P(i, u)$. In this respect, it is much more interesting to interpret equation (3) in a multivalued logic. To this end, we need to consider relations $P^+$ and $P^-$ as fuzzy relations. In this case, the classical numerical counterpart of equation (3) is given by:

$$
\tilde{p^\sigma}(i, u) = \bigvee_{j \in \Pi(i)} T(s(i, j), p^\sigma(j, u))
$$

where $\tilde{p^\sigma}$ is the membership function characterizing $P^\sigma$, $T$ is a t-norm and $\bigvee$ is the associated t-conorm (for more details see [36]). The choice of the t-norm depends on the application. For instance, choosing the $\max$ t-conorm amounts to focusing only on the more significant positive neighbor and the most significant negative neighbor. Choosing a non-idempotent t-norm allows reinforcement effects when several positively (or negatively) graded objects are around $i$ (see also [29, 39]).

For technical reasons, it is important to restrict the analysis of positive and negative arguments to a limited neighborhood of $i$. It can significantly reduce the complexity of the search of $SP$-paths. Moreover, it prevents the possible drowning of information due to over-reinforcement effects on a too
large set of examples. Hence, we define $N_k(i)$ as the set of the $k$ most similar items from $i$ (i.e. objects $j \in I \setminus \{i\}$ having the $k$ greatest values $s(i, j)$). This yields the following:

$$\hat{p}^\sigma(i, u) = \bigvee_{j \in N_k(i)} T(s(i, j), p^\sigma(j, u))$$

(5)

This new equation defining $\hat{P}^+$ (resp. $\hat{P}^-$) must be seen as a fuzzy k-Nearest Neighbor rule (see [33, 3, 6, 22]) deciding whether an item $i$ belongs to the class of candidates for recommendation (resp. exclusion). The fuzzy similarity relation $S$ plays the role of a distance weighting the importance given to the different (positive or negative) neighbors.

A first selection of relevant items for users $u$ can be obtained according to the following definition:

$$\hat{P}(u) = \{ i \in I \setminus \{u\} : \hat{p}^+(i, u) \geq \gamma \text{ and } \hat{p}^-(i, u) < \delta \}$$

where $\gamma$ and $\delta$ are acceptation and veto thresholds chosen in the unit interval.

If we want to assess the expected relevance of these pre-selected items, and possibly to rank the different items from the most relevant to the worst, we can define an overall confidence level attached to the recommendation of $i$ to user $u$ by balancing the positive and negative arguments represented by $\hat{P}^+(i, u)$ and $\hat{P}^-(i, u)$. Clearly, from a logical point of view, $\hat{P}$ must be linked to $\hat{P}^+$ and $\hat{P}^-$ by the following equation:

$$\hat{P}(i, u) \equiv (\hat{P}^+(i, u) \land \neg \hat{P}^-(i, u))$$

(6)

The numerical counterpart of this condition is of the form:

$$\hat{p}(i, u) = T(\hat{p}^+(i, u), 1 - \hat{p}^-(i, u))$$

where $T(x, y)$ is a t-norm (e.g. $\min(x, y), x \cdot y$, $\max(x + y - 1, 0)$).

Moreover, one can interpret the quantity $\min\{\hat{p}^+(i, u), \hat{p}^-(i, u)\}$ as the level of conflict between positive and negative arguments. Such an indicator may be useful to explain a recommendation. It can help to produce moderating arguments in the justification of the recommendation.

This procedure is clearly more discriminating that the previous one based on (3) and classical logic. However, our experiments have shown that such a procedure progressively looses its discriminating power as the number of graded items increases. This can be explained very simply. On the one hand,
due to equation (5), the existence of an item $j$ in the close neighborhood of $i$ having received a very good grade (i.e. such that $p^+(i, u)$ is close to 1) is sufficient to rise $p^+(i, u)$ close to 1. One the other hand, the existence of an item $k$ in the close neighborhood of $i$ having received a very bad grade (i.e. such that $p^-(i, u)$ is close to 1) is sufficient to rise $p^-(i, u)$ close to 1. As soon as such $j$ and $k$ co-exist in the neighborhood of $i$, the positive and negative arguments neutralise each other, thus forbidding the recommendation of $i$. The situation remains the same when multiple positive neighbors like $j$ are present around $i$, even if $k$ remains the single negative counterexample.

In some applications, this particular feature may be seen as a drawback. One should prefer to “count” positive and negative arguments within the neighborhood and to compare the importance of the coalitions. In such a case, equation $\hat{p}(i, u)$ can be replaced by:

$$\hat{p}(i, u) = \frac{\sum_{j \in N^+_i(i)} s(i, j) p(j, u)}{\sum_{j \in N^-_i(i)} s(i, j)}$$

(7)

where $p(j, u)$ stands for $p^+(j, u) - p^-(j, u)$, or possibly another quasi-linear mean. In some cases, it might be interesting to discount $\hat{p}(i, u)$ when $N_k(i)$ too small ($N_k(i)$ contains at most $k$ elements but might also be empty). For example, one can bound $\hat{p}(i, u)$ to a certain threshold whose value possibly increases with the size of $N_k(i)$. The numerical rule given in (7) defines $\hat{p}(i, u)$ as the aggregate of positive and negative arguments evaluated independently and represented by $p^+$ and $p^-$. It this respect, it can be compared to the inference model used in the MYCIN system [43]. Such an additive rule is also close to those proposed in case-based decision theory [27], the main difference being that we restrict the set of possible influent “cases” to a subset of $k$-neighbors.

2.3 The individual-oriented, collaborative approach

Collaborative filtering methods recommend an item $i$ to an user $u$ based on aggregated user ratings of this item by like-minded users. The characterization of like-minded users (the $R$ relation) relies on the similarity of their preferences $P$ and possibly the usefulness of their recommendation ($Q$ relation). Let us mention that a more general view (taken by Bilsus and Pazzani [4]) is to consider that not only like-minded users are useful but any user whose ratings are somehow correlated to the active user. For the sake of simplicity and efficiency, we only consider here recommendation principles based on
like-minded users. The collaborative approach simply defines relation $\hat{P}_c$ as the composition of fuzzy relations $P$ and $R$:

$$\hat{P}_c = P \cdot R \quad (8)$$

This can be explained by the following simple principle:

*Item $i$ is recommended to user $u$ if it is declared as attractive by another user $v$ whose value system is similar to $u$.*

Following this principle, we ought to recommend an item $i$ to user $u$ if and only if $i$ was not graded by $u$ and $v$ and $v P R$ for some $v$ different from $u$. This can be formalized by the following logical condition:

$$\hat{P}_c(i, u) \equiv [\neg (i \in G(u)) \land (\exists v \in U \setminus \{u\}, (P(i, v) \land R(v, u)))]$$

**Example.** In the case depicted on Figure 1, relation $R$ is represented by double arrows and the collaborative $\hat{P}_c$ by dashed lines. Assuming that $z_{2b}$ is a very positive grade (close to $z^*$), we have $b PR 1$ due to the $PR$–Path: $(b, 2), (2, 1)$. Considering this path, $b$ ought to be recommended to user 1 because it is well graded by user 2 which is close to him. Similarly, assuming that $z_{2c}$ is a very negative grade (close to $z^*$), $c$ seems inadvisable to 2 due to the $PR$–Path: $(c, 3), (3, 2)$.

Following the approach used in the non-collaborative case, we have to distinguish between positive and negative arguments in the collaborative filtering. They are represented by the two following conditions, for $\sigma \in \{-, +\}$:

$$\hat{P}_c^\sigma(i, u) \equiv [\neg (i \in G(u)) \land (\exists v \in U \setminus \{v\}, (P^\sigma(i, v) \land R(v, u)))] \quad (9)$$

The classical numerical counterpart of equation (9) is therefore:

$$\hat{p}_c^\sigma(i, u) = \bigvee_{v \in U \setminus \{u\}} T(p^\sigma(i, v), r(v, u)) \quad (10)$$

Similarly, following what was done in the non-collaborative case, we define $N_k(u)$ as the set of the $k$ more ressemblant users around $u$ (i.e. users $v \in U \setminus \{u\}$ having the $k$ greatest values $r(u, v)$). Then, we restrict the previous definition to the $k$-nearest neighbors by setting:

$$\hat{p}_c^\sigma(i, u) = \bigvee_{v \in N_k(u)} T(p^\sigma(i, v), r(v, u)) \quad (11)$$
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When the information about the usefulness of collaborative recommendations is available (under the form of the $Q$ relation), equations (9) and (11) can be sophisticated and rewritten as follows:

$$\hat{P}_c^+(i, u) \equiv \neg(i \in G(u)) \land (\exists v \in U \setminus \{v\}, (Q(i, v) \land P^+(i, v) \land R(v, u)))$$

and therefore we have:

$$\hat{p}_c^+(i, u) = \bigvee_{j \in N_k(u)} T(q(i, v), p^+(i, v), r(v, u))$$ (12)

Hence, a first collaborative selection of relevant items for users $u$ is given by:

$$\hat{P}_c(u) = \{i \in I \setminus \{u\} : \hat{p}_c^+(i, u) \geq \gamma \text{ and } \hat{p}_c^-(i, u) < \delta\}$$

where $\gamma$ and $\delta$ are acceptation and veto thresholds chosen in the unit interval.

In order to assess the expected relevance of these pre-selected items using a collaborative principle, and to rank them by decreasing order of relevance, we define the confidence level attached to a recommendation of $i$ for user $u$ by the following equation:

$$\hat{P}_c(i, u) \equiv (\hat{P}_c^+(i, u) \land \neg\hat{P}_c^-(i, u))$$ (13)

The numerical counterpart of this condition is of the form:

$$\hat{p}_c(i, u) = T(\hat{p}_c^+(i, u), 1 - \hat{p}_c^-(i, u))$$

where $T$ is a t-norm. If one prefers to “count” positive and negative arguments within the neighborhood and to compare the importance of the two conflicting coalitions, the previous equation can be replaced by:

$$\hat{p}_c(i, u) = \frac{\sum_{v \in N_k(u)} r(v, u) p(i, v)}{\sum_{v \in N_k(u)} r(v, u)}$$ (14)

where $p(i, u)$ stands for $p^+(i, u) - p^-(i, u)$. In some cases, it might be interesting to discount $\hat{p}_c(i, u)$ when the size of $N_k(u)$ is too small.

2.4 Integrating content-based and collaborative filtering

The two families of approaches presented in the previous section have each known limitations when used independently of one another in the context of
information filtering. An obvious limitation of purely content-based filtering arises when items are not sufficiently well described to allow the definition of a useful fuzzy similarity $S$ to be computed. In the worst case, each item is solely described by a title and the sole similarity that can be drawn between the items is based on their title as strings. A second limitation that affects purely content-based filtering arises when the set of preferences $p(i, u)$ expressed by users $u$ for different items $i$ is low on average. It is therefore difficult to make significant inferences on such small figures or to build standard profiling techniques. A third limitation of such an approach is on the expected preference relation $\hat{P}$. A purely content-based approach has the tendency to inhibit the system from recommending items $i$ that are “far” from whose already preferred. By construction, nearest-neighbour approaches do not suggest items that are not in the vicinity of existing preferred items.

On the other hand, several limitations of purely collaborative filtering that could only be partially predicted in theory were recently empirically confirmed. In particular, different metrics have been proposed to analyse the accuracy of collaborative filtering algorithms [10, 34]. A reference dataset used for this kind of study is the EachMovie dataset. This is an explicit voting dataset (users explicitly rate movies between 0 to 5) using example from a collaborative filtering site deployed by Digital Equipment from 1995 to 1996. The relationship between the accuracy of the prediction and the number of users in the data set for data extracted from the EachMovie database shed some light on this limitation. Between 2 and 100 users, the inaccuracy decreases linearly at a very sharp rate. Then from 100 to 600 this rate is less sharp [13]. These results are not surprising as a pure collaborative learning relies on the fact that various users have rated similar items. It is clear that the less are the users the smaller are the chance that two users will have rated similar items. Ultimately, with a single user, collaborative filtering does not make any sense at all. The approach we advocate with others (see [11]) is to address the issues mentioned above to integrate both pure collaborative-filtering with content-based techniques. In the next section we describe the rationales for such an integration.

---

3 As an example, the average number of movies rated in filmconseil is around 14 for a database that counts more than twenty thousands movies

4 See http://www.research.digital.com/SRC/EachMovie/ for further information

© CEPAD 2001
3 RECOMMENDER SYSTEMS INTEGRATING PREFERENCE-BASED SEARCH AND MACHINE LEARNING

3.1 Rationales

This section describes several conditions on a CDS and argues why they are desirable. An architecture to adhere to these conditions is then presented. The way to adapt existing algorithms to support such architecture is finally given.

We argue that there are several conditions that are desirable when designing a recommender system or a collaborative decision support system. Such system ought to

- **scale up to users and items** in both response time and space requirements. A naive approach to build a CDS is to compute and store the whole similarity matrices that represent the \( S \) similarity relations and the \( R \) relations. Both the number of items \( N_I \) and the number of users \( N_U \) may be large (several thousands). Considering that a naive approach requires to store one matrix of size \( N_I^2 \) and one of size \( N_U^2 \), specific representation must be developed to enable a smooth scaling in both the number of items and users. This aspect is fundamental for an industrialization of the solution and is almost never detailed in collaborative filtering algorithms because of patents pending on recommender systems.

- **Adapt the integration** to the state of the system. The drawbacks of each method (content and collaborative based) taken individually are strongly related to the number of users and the availability of information to describe items. A CDS should therefore dynamically adapt its strategy. This aspect is important to maximize the chances that the system will provides adequate recommendations.

- **Explain its recommendations.** Although this aspect is not mandatory and many recommender systems do not include this dimension, we are interested in systems that are not only black-boxes but are able to somehow explain to a user the reason for a particular recommendation. This aspect is important for the user to build confidence in the system.
recommendation and better understand bad recommendations when they occur.

- **Motivate ratings of items.** In fact, one major problem of recommender systems is to have users express their preferences. To increase the number of rated items, one approach consists in forcing users to rate pre-defined items. A major drawback of this approach is that users may easily get tired of it. A second approach consists in using user navigation (this is called *implicit rating* [10]) to automatically rate items. The drawback of this second method lies in its highly speculative approach of ranking. We support a third approach that consists in motivating the user to express its preferences that we call *active rating*.

### 3.2 The construction of fuzzy relations $S$ and $R$

We briefly present the basic ideas used to construct the similarity relation over items and the resemblance relation over attributes. We will address computational problems linked to the storage and update of these relations in the next subsection.

#### 3.2.1 Multiattribute comparison of items

Relation $S$ over a set of items is defined from description vectors of type $(d_1(i), \ldots, d_n(i))$. For each attribute $X_j, j = 1, \ldots, n$, we construct a one-dimensional similarity relation $S_j$ defined on $I \times I$. Due to a lack of space, a comprehensive presentation of the various techniques that can be used for the construction of $S_j$ cannot be detailed here. The construction depends on the nature of the attribute. As an illustration, consider the following simple cases:

- Attributes valued on an ordered numerical scale:

  $$S_j(i, k) = \delta(\|d_j(i) - d_j(k)\|)$$

  where $\delta$ is a non-increasing function valued into $[0, 1]$ and such that $\delta(0) = 1$. The determination of the $\delta$ function is performed using

---

5 In Firefly [46] for example, a new user needs to choose to rate a minimum number of movies amongst predefined sets. If ever you have not seen many movies you end up scanning dozens of screens before finding one you can actually rate.
classical methods based on the definition of both indifference and preference thresholds for each attribute (see [38, 36, 37]).

- Attributes valued on a nominal scale:
  \[ S_j(i, k) = \begin{cases} 
1 & \text{if } d_j(i) = d_j(k) \\
0 & \text{otherwise.} 
\end{cases} \]

Then the overall fuzzy similarity over items is defined on \( I \times I \) by:
\[
S(i, k) = \psi(S_1(i, k), \ldots, S_n(i, k))
\]
where \( \psi \) is a weighted compromise operator, e.g. a weighted quasi-linear mean:
\[
\psi(x_1, \ldots, x_n) = \phi^{-1}\left( \sum_{i=1}^{n} \omega_i \phi(x_i) \right)
\]
where \( \phi \) is a continuous strictly monotonic function on the unit interval and \( w_j, j = 1, \ldots, n \) are factors weighting the relative importance of each attribute. Such a construction leads to a fully compensatory measure of similarity between items. If necessary, this construction can be sophisticated in such a way that attributes have a veto. This yields a non-compensatory aggregation procedure making items totally non-similar as soon as they are strongly different on a given significant attribute (for more details see [36, 38]).

### 3.2.2 Resemblance and influence between users

Following the approach adopted for the comparison of items, the resemblance between individuals could also be based on a multiattribute profile representing the individual. Notice however that in most cases, the collaborative decision support system, to be successful, must allow the users to keep anonymity. Thus, the only available information to be used in the production of relevant recommendations is the set of grades given to items by each user. They reflect the value system of each user and allow the preference profiles of users to be compared. For every pair of users \((u, v)\), the comparison of their preference profiles can be made by investigating the grades of the items both graded by \( u \) and \( v \), in other words items belonging to \( G(u, v) = G(u) \cap G(v) \). More precisely, within this set of items, the preference profile of each user...
$u \in U$ is characterized by membership functions $p^+(.,u)$ and $p^-(.,u)$ characterizing the fuzzy set of items he likes and the set of items he does not like. Such functions are useful to evaluate the resemblance $r(u,v)$ and the extent to which user $u$ can influence an individual $v$. For the sake of illustration, we define two fuzzy influence relations over individuals.

- **positive influence**: we say that $u$ has a positive influence over $v$ when $I^+(u,v)$ holds: $I^+(u,v) \equiv [\forall i \in G(u,v), \ ((P^+(i,u) \Rightarrow P^+(i,v)) \land (P^-(i,u) \Rightarrow P^-(i,v)))]$

- **symmetric influence**: we say that $u$ has a symmetric influence over $v$ when $I^=(u,v)$ holds: $I^=(u,v) \equiv [\forall i \in G(u,v), \ ((P^+(i,u) \Leftrightarrow P^+(i,v)) \land (P^-(i,u) \Leftrightarrow P^-(i,v)))]$

Because $P^+$ and $P^-$ are fuzzy relations, the above logical equations must be interpreted in a $[0,1]$-valued logic, using t-norms, fuzzy implication and equivalence operators (see [26, 7]). Both relations $I^=$ and $I^+$ can be used as the $R$ relation. A frequent alternative choice is to directly define $R$ as a decreasing function of the distance between vectors $(z_{iu}, i \in G(u,v))$ and $(z_{iv}, i \in G(u,v))$ (see e.g. [10]).

### 3.3 Hybrid Filtering to improve Recommendations

The general recommendation system we are proposing can be seen as an hybrid filtering process aggregating the outputs of the content-oriented filtering process with those obtained by collaborative filtering. The final rating $r_{iu}$ assessed for user $u$ for each pre-selected item $i$ is defined by:

$$r_{iu} = (1 - \beta)\hat{p}(i,u) + \beta\hat{p}_c(i,u) \quad (15)$$

where $\beta \in [0,1]$ represents the weight of the other users in the recommendation. We set $\beta = 0$ at the beginning of the decision support process, and then $\beta$ is increased as the number of users involved in the system increases. Using these ratings, items can be ordered by decreasing order of relevance for a given user $u$ and the pairs $(i, r_{iu})$ can be presented to user $u$.

One major feature of our approach is that the computation of $r_{iu}$ results from the numerical interpretation of simple logical conditions reflecting very natural principles. Indeed, each computation step can be explained by a simple sentence following the SP and PR paths used to produce a content-based and/or a collaborative advice. Coming back to the initial example pictured on Figure 1, user 2 would get very easily explanations of type:
“You should like d because it is very similar to b but you should not like c because individual 3 which is close to you dislikes d”

The argumentation is even more convincing when several positive or negative examples can be mentioned. To go further, it is also possible to explain to any user u, on request, the reasons why an item is assessed as similar as another, which are the users having the more influence on his recommendations, and why the system considers them as influent. This might be an invitation to provide the system with additional preference information, with the hope to get more informed recommendations in return.

As a complement, the user might be allowed to exclude some people considered as influent (on him) from his neighborhood and to include some other which have not yet been detected. Another useful option which can be simply implemented using our basic algorithms is partisan filtering. The idea of partisan filtering is to restrict a priori the population of possible advisors to a given subset of individuals (e.g. representing a given opinion pool) and to constrain the collaborative algorithm to search possible neighbors within this subset.

The major difficulty in developing such a system is to preserve a high level of interaction between users and the recommeder system as the number of users and items increases. The interaction results here from the alternance of dialog stages (aiming at collecting preference information) with computational stages (aiming at producing recommendations). To get a successful system, the computational efficiency of filtering algorithms is one of the key issues (the other being to produce user-friendly interfaces). This point is particularly crucial for collaborative filtering methods because the resemblance between users must be revised each time a new grade is entered by some user. Moreover, even if the periodic addition of new items does not modify the known part of the similarity matrix S, it may have an impact on the definition of neighborhoods of type N_k(i) and therefore on the final ratings of type r_{iu}. For this reason, we devoted a particular attention to the control of the computational times. This control is achieved by the following parameters:

- \( k \) : the size of neighborhoods of type \( N_k(i), i \in I \)
- \( k' \) : the size of neighborhoods of type \( N_{k'}(u), u \in U \)
• $\alpha_S$: a threshold used to cut all SP-paths containing a too weak similarity ($s(i, j) < \alpha_S$)

• $\alpha_R$: a threshold used to cut all PR-paths containing a too weak resemblance ($r(i, u) < \alpha_R$)

• $\alpha_P$: a threshold used to cut all SP-paths or PR-paths containing a too weak preference ($p(i, u) < \alpha_P$)

Moreover, since we restrict the analysis to neighborhoods of size $k$, only a border of size $k$ must be stored in matrices $S$ and $P$. Thus, $S$ must be organized in such a way that the $i^{th}$ column contains only the elements $j$ of $N_k(i)$ sorted by decreasing order of similarity $s(i, j)$. Similarly, $P$ must be organized in such a way that the $u^{th}$ row contains only the elements $v$ of $N_k(u)$ sorted by decreasing order of resemblance $r(u, v)$. The sorting of these rows and columns facilitates both access to similarity indices for computations and update of these indices when necessary.

### 3.4 Machine Learning to improve recommendation

The traditional task studied in machine learning is to classify as accurately as possible unseen instances based on a set of pre-classified examples [18]. In the context of collaborative filtering, learning to order items is a priori more desirable. In such a context, a meaningful task could be to learn a function that ranks all the items like they would be ranked by the user. This task has yet only received a very little attention in the Machine Learning community. Recently Cohen, Shapire and Singer have proposed a two-stage approach to learn to order items [14].

However such an approach does not apply when the number of items ranked by the user is an order of magnitude smaller than the items of the database. There are, for example, about 100,000 movies in the international movie database (IMDB) and an average user is not likely to rank more than one hundred movies which represent less than 0.1% of the dataset. In other words, unless a user is willing to rate thousands of items, such learning task has very little chance to produce any useful result to the recommendation system. In fact, the lazy learning approach that focuses on neighborhood of previously ranked items is known to be more adequate in such context.

We advocate the use of Machine Learning to support the fourth rationale (see Section 3.1), i.e. to motivate the active user to express his preferences.
To do so, we suggest a two-stage approach. In a first stage the system builds an intelligible representation of the user’s taste. In a second stage the system makes the active user evaluate whether this acquired knowledge is accurate or not. This approach lies inbetween active learning and learning apprentice approaches. An active learning problem is one “where the learner has the ability or needs to influence or select its own training data” [15]. In our case, the system always needs more preferences (i.e. data) and will influence the user to be motivated to do so. This approach also pertain to learning apprentices systems where the user interactively teaches the system [31]. Informally, our goal is to have the system build on the fly, a classifier based on the latest positive $P^+$ and negative preferences $P^-$ and to submit it to the active user. Indeed, like in learning apprentice systems, the idea is that when a user disagrees with some of the induced rules made by the system, the user will be more willing to provide the system with counter-examples.

The learning task we focus on is therefore to learn a classifier that based on already ranked items is able to classify any item into the category “rather to be liked” ($P^+$) or “rather to be disliked” ($P^-$). To illustrate the principle of such a process in a movie recommendation context, let us consider a user $u$ that has given high rates to movies A and B both directed by Orson Welles and a lower rate to a movie C directed by Brian de Palma. The system may come up with a classifier that says that the “Director” is critical in the attribution of rate of user $u$ and if the movie is from Brian de Palma, the movie is rather disliked. The user may find this model of himself wrong and react by giving a counter-example that contradicts this rule (e.g. a movie D from B. De Palma liked by $u$) and allows the system to get more ranks and more discriminant preferences about the user.

In a machine learning context what makes the specificity of this task is:

- The number of items rated per user has a low average and a high standard deviation: for each user the confidence in the results will be dramatically different

- Many users rate a very limited number of items (from one to a few hundreds), which requires a special treatment (bayesian approach are often not applicable). The system has to propose an hypothesis even with two ranked items.

- The results of the classifier ought to be comprehensible and concise so that the user can react
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Predictive accuracy is less important than speed since a model ought to be generated on the fly after each newly rated item.

### 3.5 A learning algorithm for active rating

To learn from examples of “rather liked” and “rather disliked” items, given the constraint presented above, top-down algorithms for decision tree learning were chosen. The main reason is that they provide comprehensive models (decision trees) and enjoy good performances. They are employed in the widely used software packages C4.5 and CART. In these algorithms, the function used to select the best attribute to split a given node (also called the splitting function) plays a key role in the performance of the decision tree algorithms. Intuitively, the role of this function is to value each potential split (e.g. Actor=“Daroussin”, Director=“Spielberg”, ProductionDate > 1990, etc.) to decide which node will be split and which function will be used to label the split (“rather liked” $P^+$ or “rather disliked” $P^-$).

Two of the most famous splitting function are the Gini criterion used in CART: $G(q) = 4q(1 - q)$ and the entropy function used in C4.5 $G(q) = H(q) = -q \log(q) - (1 - q) \log(1 - q)$. In these functions, $q$ stands for the proportion of positive or negative examples (e.g. proportion of “rather liked” or “rather disliked” movies). Recently, Kearns and Mansour have shown that if these popular and empirically successful functions were so efficient resulted from the fact that CART and C4.5 were boosting algorithms [32]. They proposed a new criterion that we shall call the boosting criterion hereafter: $B(q) = 2\sqrt{q(1 - q)}$.

Kearns and Mansour [32] have shown that the boosting criterion is the only one to enjoy strong concavity around zero. This strong concavity is linked to the a priori estimate accuracy of the tree generated using a splitting criteria. Based on this boosting criterion we have proposed a simple algorithm for learning a decision tree that classifies any item into the “rather like” or “rather dislike” class. To take into account the fuzzy nature of the preference relation we use a meta-learning approach similar in principle to that used in stratification to deal with skewed distribution [12] or in METACOST to make a machine learning algorithm cost-sensitive [19]. The intuitive idea is to automatically replicate particular examples (up-sampling) depending on their classification cost. In our Amplification algorithm (see Figure 2), the farther the preference from the neutral grade $z^0$, the greater the cost of misclassification of its associated example. To model this cost, given an active user $u$,
for each item \( i \) for which \( u \) has given a preference a number \( \text{Rep}_{i,u} \) of identical examples (a pair made of its item \( i \) and its label \( P^+ \) or \( P^- \)) are produced. \( \text{Rep}_{i,u} \) corresponds to the classification cost mentioned above. The learning algorithms based on this process is given in pseudo code in Figure 2.

\[
\text{LearnDecisionTree}(u,I)
\]

\% Learn a decision tree for user \( u \) given
\% his/her list of graded items \( I \)
1. **Compute** on the fly the neutral grade \( z_u^0 \)
   \% This value correspond to the mean of the grades
2. **For each** graded item \( i \) by the user \( u \)
   \% Each item \( i \) above average is labeled positive and negative otherwise
   \% This labeled item becomes an “example” of the concept to learn
2.1 **Assign** label\((i, u) = \text{sign}(p(i, u) - z_u^0)\)
   \% To take into account the quantitative value of the graded item \( i \),
   \% each example is replicated depending of its distance to the neutral
   \% grade. The effect of such replication is to drastically increase
   \% the misclassification cost of strongly preferred items.
   \% The \( \text{redfactor} \) is a parameter that is initialized to 1,
   \% it increases with the total number of preferences of user \( u \).
2.2 **Create** \( \text{Rep}_{i,u} = \text{mod}(p(i, u) - z_u^0, \text{redfactor}) \) examples of label\((i, u)\)
   \% the total number of reformulated examples may be approximated by
   \% the number of graded items times the standard deviation of their values
3. **Build** decision tree \( \text{DTree}(u,I) \) using the boosting criterion \( B(q) \)
   \% Each leave of the tree is pure in the sense that it contains
   \% only positive or negative examples (see Figure 9).
4. **Return** \( \text{DTree}(u,I) \)
   \% Given the limited number of graded items, the tree is not pruned.

Figure 2: The proposed Decision Tree Algorithm called Amplification

Let us give a brief example of the replication process. Here is a set of three items (here movies) for which a preference has been given:

<table>
<thead>
<tr>
<th>Title</th>
<th>Type</th>
<th>Origin</th>
<th>Rank</th>
<th>( \text{Rep}_{i,u} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>UN AIR DE FAMILLE</td>
<td>Comédie</td>
<td>français</td>
<td>82</td>
<td>21</td>
</tr>
<tr>
<td>TALONS AIGUILLES</td>
<td>Comédie</td>
<td>espagnol</td>
<td>64</td>
<td>3</td>
</tr>
<tr>
<td>DANSE AVEC LES LOUPS</td>
<td>Western</td>
<td>américain</td>
<td>39</td>
<td>22</td>
</tr>
</tbody>
</table>

Given that the neutral grade \( z_u^0 \) is 61.7 the two movies of the above tabular will be labeled positive and the last one negative. There will be a total of
forty six examples after replication. The decision tree learning algorithm will be therefore biased to give less importance to the second movie which is slightly above the neutral grade. Based on the decision tree learned, an active learning algorithm is presented in Figure 3.

ActiveLearning$((u, I))$
1. **Compute** on the fly $DTree(u, I) = LearnDecisionTree(u, I)$
   % Learn a decision tree for user $u$ given its list of graded items $I$
2. **Display** $DTree(u, I)$ to the user
   % Each leaf of the tree may be selected by the user when
   % s/he finds it erroneously representing her/his appreciations.
   2.1 **Get** the decision tree node $N$ selected by the user.
   % This node $N$ corresponds to the one the user disagree with
   2.2 **Build** the SQL query $Q$ corresponding to the tree node $N$
   % This query $Q$ corresponds to the Boolean expression defining the node $N$
   2.3 **Perform** a dataset query $Q$ on the entire database of items
   and **build** the answered subset $S$
   2.4 **Remove** from $S$ items already graded by the user
   2.5 **Rank** the items $S$ using collaborative filtering so that
   the items most subject to contradict the label of $N$ are first
   % Using the recommendation algorithm allows to filter the items
   % so as to ease the interaction
   2.6 **Display** the list of graded items of $S$
   2.7 **Request** from the user an item that most contradicts label of $N$
3. **Return** to 1

Figure 3: The proposed Active Learning Algorithm

The decision tree learnt from the rates given by the user may be seen as a summary (a generalization) of its rates$^6$. As such it may not only be used to make the user actively rate new items to contradict an erroneous rules learnt. It may also be used to predict whether an item will be liked or not by the user and explain why.

$^6$In order to evaluate the predictive accuracy of the decision tree learned by the system, a leave-one out validation is available upon user request.
As mentioned in the previous section, in the context of collaborative decision system, learning to order items is a priori more desirable. Recently Cohen, Shapire and Singer have proposed a two-stage approach to learn to order things [14]. In a first stage, their algorithm learns an approximation of a binary preference function between pairs of items. In a second stage they compute an ordered list that heuristically attempts to minimize disagreement with the learnt preference function [14]. In effect, minimizing the disagreement with a preference function has been proved to be NP-complete. The difference with our approach is that learning is used in their case as a substitute of traditional collaborative filtering.

Bilsus and Pazzani have recently proposed a framework for reformulating the problem of collaborative filtering as a standard machine learning algorithm [4]. The ranked values may be considered as unordered multiple values and a standard multi-class classification algorithm may be used. An even stronger assumption is to define one threshold in the ranked things and distinguish between things that are liked and others that are disliked.

Claypool et al. [13] has proposed a reinforcement learning approach to learn, for each user, the parameter $\beta_u$ used to aggregate content-based and collaborative filtering algorithm (see Equation (15)). The basic idea of his algorithm is to update the balance between content-based and collaborative filtering whenever a new preference $p(i, u)$ on a item $i$ is given to the system. The update is meant to minimize the prediction error $r_{iu} - p(i, u)$ on item $i$. To do so the system compares $p(i, u)$ with $\hat{p}(i, u)$ and $\hat{p}_c(i, u)$. The parameter $\beta_u$ is modified accordingly. A limitation of such an algorithm lies in the fact that it depends on the order of presentation of the ranked items. Moreover it performs a greedy optimization of the weighted prediction function. An approach to avoid this catastrophic forgetting problem would require several learning passes (in the same way neural networks are trained). However, this latter solution would be at the expense of efficiency.
4 DESIGNING A SYSTEM FOR MOVIE-RECOMMENDATIONS: FILM CONSEIL

4.1 Introduction to Recommender Systems for Movies

To experiment our approach to collaborative decision making, we have developed a movie-recommendation system called “Film Conseil”, accessible from the web. There exists today several commercial products that propose collaborative filtering for movies or music: MovieLens, firefly, Movie Critic, etc. The movie-recommendation task has one main practical advantage: it is relatively easy to attract users to give holistic judgments about movies and thus their preferences.

The originality of our system is manyfold:

1. the hybrid nature of the recommendation that may be controlled by the user,

2. the explanation given by the system on its recommendation (be it content-based, collaborative or hybrid),

3. the active learning motivation for ranking movies,

4. the systems’ ability to provide the user with his/her best and worst friends.

The following subsections present the main features of the “Film Conseil” system.

4.2 The Representation of users and movies in “Film Conseil”

In the system “Film Conseil”, the items considered are movies. Each movie \( m \) of the database that counts about 15000 different movies is described by a tuple of attribute values. The attributes used by the system are the ID of the movie (a key to index images), the title, the genre (western, comedy,
drama, ...), the origin (USA, India, England, France, ...), the duration, the year produced, the film maker and the first four main actors. Within the “Film conseil” website, each user is represented by his preference profile, i.e. the set of grades he has assigned to movies. The only information the user is supposed to provide is his/her pseudonyme. The fuzzy similarity between movies and the fuzzy influence relations linking users are computed periodically and stored in an independent database. Then, “Film conseil” uses the different filtering approaches introduced in the previous section so as to provide the user with an ordered list of recommendations. A level of confidence in the recommendation is associated to each recommended movie and is precisely used to rank them.

4.3 “Film Conseil” Sessions

To provide the reader with an illustrative example that one may easily reproduce we have considered a user that has expressed his preferences regarding only 8 movies. Among them, we have movies like “Le gout des autres”, “Cuisine et Dépendances” and “On connaît la chanson” which have been well graded. From such an information, the various filtering process and learning algorithms are combined to provide the user with relevant recommendations. The general principle of the filmconseil recommender system is intuitively pictured on Figure (4).

The main stages of a typical session and the associated screens are presented in the appendix. One lesson we learnt from the industrial application of the “Film Conseil” system [30] is the gap between what we believe is important as researchers and what is perceived as crucial by end-users. The capacity of the system to provide each user with the list of its best friends (closest neighbors according to $R_i$) is a good illustration. The algorithms we develop to identify the best and worst friends of an active user are straightforward and at first, we did not consider it as a major functionality. The effective use of the system has demonstrated that in terms of interaction this feature was one of the most appealing. Indeed, we observed that many users immediately wanted to know their best friends after having graded new movies.

5 CONCLUSION AND PERSPECTIVES

Recommender systems address the general problem of recommending items to an active user relying on the implicit sharing of preferences and experi-
ence with other users [41]. Both content-based (solely based on the active user preferences) and pure collaborative filtering (solely based on the other user preferences) approaches have proved to be inadequate in various real deployments [10, 13].

In this paper we propose an integration of this two recommendation principles as well as the use of active learning to stimulate the users to express their preferences. The first recommendation principle “content based” relies on fuzzy filtering methods that only use the active user fuzzy preference relations. The second one relies on fuzzy influence relations between users allowing an implicit cooperation between users. Both principles are weighted then summed to produce the final recommendation of items to the active user. The respective weights may be either fixed, chosen interactively by the user or dynamically computed from the global parameters of the system such as the number of users and the number of items. We advocate to weight more favorably content-based approach when the number of users is low and to increase the weight of collaborative thereafter.

To summarize, the first contribution of this paper is an approach to integrate two types of recommendation that play a complementary role to propose the most relevant recommendation. The second contribution is an active
learning algorithm meant to motivate the user to grade items. This problem
of motivation is often overlooked by researchers because its evaluation is
hard to assess. Nevertheless the problem remains and the solution we pro-
posed does stimulate. The third contribution is related to the explanation
power given by the system.

As mentioned by Bilsus [4], there are many ways to evaluate the quality of
a recommendation system. This paper does not intend to give an empirical
evaluation of algorithms taken independently as it is done for several col-
laborative filtering algorithms. A partial evaluation of our architecture was
done by the users of the industrial version of filmconseil freely available on
the web.

One of the current limitation of our architecture concerns its ability to ex-

licity take into account feedback from users regarding recommendations
that have been made to them. Suppose for example that a movie recom-
mended to a user is later graded as irrelevant. Although the method, by con-
struction, guarantees that the system will not make such a recommendation
again, it means that the procedure per se ought to be adapted. For this reason
we investigate the use of machine learning which among the other users are
good advisors and bad advisors. In this case the feedback provided by the
user is used to learn a degree of confidence in other users advises. In this re-
spect, we currently investigate the use of multi-instance learning algorithms
[45].

Finally, in order to increase the potential applications of our works, the de-
vlopment of tools able to extract the content of semi-structured documents
is necessary. This is particularly true concerning textual documents which
form a major part of the information available on the web. Actually, several
tools concerning the semantic access to textual documents, the processing of
open requests and those concerning the aggregation of experts are currently
under development in our laboratory (“Web-conseil” project, [17, 16]). For
the future, we are considering integrating these two techniques so as to pro-
vide our recommender system with new features.
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APPENDIX

This appendix presents some typical stages of a standard “Film-conseil” session illustrated by their associated screen-dump.

- **THE NOTATION STAGE**: For any movie chosen by the user, the descriptive information concerning this movie is given on the screen and the user is invited to enter a grade on a bipolar scale using a slider. This scale is continuous but some typical marks are represented along the scale, in an intuitive way so has to help him to locate some reference levels like “very bad”, “bad”, “neutral”, “good”, “very good” and to select the appropriate grade (see Figure 5).

- **THE RECOMMENDATION STAGE**: The user is invited to select a recommendation mode (“pure content-based”, “pure collaborative”, “hybrid”) and then the top list of most promising selected movies appears on the screen, ranked by decreasing order of relevance (see Figures 6 and 7).

- **THE EXPLANATION STAGE**: By clicking on any selected movie, the author is provided with first level explanations. In the case of content-oriented filtering as well as in the case of pure collaborative filtering, the user can obtain two levels of explanation. The first level of explanation is based on the detection of $SP$—paths in the relational structure we have defined in the paper. More precisely, in order to explain why an item $i$ is proposed to an user $u$, the list of the $k$-nearest neighbors of $i$ within the set $\{j \in G(u) : i \leftrightarrow j \} u$ is given. Upon request, the user has the possibility to get a more detailed explanation. At this level, the precise features in common between $i$ and $j$ are listed, and this for each item $j$ considered as closed to $i$ in the first level explanation.

In the example given on Figure 8, the user has required an hybrid filtering and therefore received a twofold explanation based on content-
based and collaborative arguments.

- **The Active Learning Stage:** At any time, after having at least graded two movies, the active user may visualize the profile that the system has inferred from her/his grades. The profile is a decision tree where each leaf defines a prediction whether a movie will be rather liked or disliked by the active user. This tree is learnt following the amplification algorithm described on Figure [?]. Based on this tree, a page is dynamically built using the active learning algorithm sketched on Figure [?]. Figure 9 presents a tree learnt from the same active user as above. This decision tree indicates that the presence of the actor called “Jean-Pierre Bacri” is a good predictor of the attractiveness of a movie for the active user. Another leaf states that when this actor is not in the cast, the “origin” of the movie is in turn a good predictor. Whenever the user disagree with a rule that was inferred by the system, it may click on the hyperlink "Pas d’accord" (i.e. Disagree in French) and a list of movies that have not been yet graded and might contradict the rule are proposed to the user.

The (expert) user may also request a leave-one out cross-validation of the learning algorithm of the system on its grades. The small window on the bottom of Figure 9 indicates that the reliability of the model is 75%. In other words, the average error by learning a model from all the movies but one and testing the model on this one is 25%.
Figure 5: The notation screen
Figure 6: The selection of the filtering-mode
Figure 7: The selection obtained by collaborative filtering
Figure 8: First-level explanations
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Figure 9: Preference Profile and active learning