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ABSTRACT

Probabilistic symbolic execution aims at quantifying the probability of reaching program events of interest assuming that program inputs follow given probabilistic distributions. The technique collects constraints on the inputs that lead to the target events and analyzes them to quantify how likely it is for an input to satisfy the constraints. Current techniques either handle only linear constraints or only support continuous distributions using a “discretization” of the input domain, leading to imprecise and costly results.

We propose an iterative distribution-aware sampling approach to support probabilistic symbolic execution for arbitrarily complex mathematical constraints and continuous input distributions. We follow a compositional approach, where the symbolic constraints are decomposed into sub-problems whose solution can be solved independently. At each iteration the convergence rate of the computation is increased by automatically refocusing the analysis on estimating the sub-problems that mostly affect the accuracy of the results, as guided by three different ranking strategies.

Experiments on publicly available benchmarks show that the proposed technique improves on previous approaches in terms of scalability and accuracy of the results.
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D.2.4 [Software Engineering]: Software/Program Verification
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1. INTRODUCTION

Probabilistic symbolic execution is a promising technique for quantifying the probability of reaching program events of interest assuming that program inputs follow given probabilistic distributions [2, 9, 28]. The input distributions allow data from real world observations to be incorporated in the analysis of programs that interact with their environment, as well as to encode uncertainty in design assumptions about the usage profile of a program. The technique has many potential applications, e.g. it can be used in software of autonomous vehicles that interact with uncertain environments, for computing software reliability, and for quantitative information flow analysis, to name a few.

The technique [2, 9, 11, 28] uses a symbolic execution of the program to collect symbolic constraints on the inputs that lead to the occurrence of target program events. The constraints are then analyzed to estimate their solution spaces and to quantify how likely it is for an input distributed according to a given probabilistic distribution to satisfy the constraints. However the current techniques are quite limited as they can either handle only linear constraints [11, 28] or, if they handle complex mathematical constraints [2], they only use uniform input distributions, while more complex distributions are handled using discretization techniques, which may be imprecise and costly in practice.

To achieve higher accuracy and scalability for the analysis of non-linear constraints under continuous input distributions we propose an iterative distribution-aware statistical analysis method. Our method is compositional and builds upon qCORAL [2] to decompose the analysis of program constraints into sub-problems that can be solved separately. We improve upon qCORAL by providing an iterative technique that re-focuses the sampling effort on the constraints that have higher impact on the accuracy of the probabilistic analysis results. Further, the method samples the inputs according to the distributions defined in the input profiles, avoiding the cost of discretizing continuous distributions, as was needed with qCORAL.

Statistical methods have proved to be effective in solving integration problems such as those arising from probabilistic analysis. Especially when the number of variables grows, statistical methods outperform symbolic and numerical ones [16]. Nonetheless, general statistical integration methods available off-the-shelf are not capable of exploiting all the information about a program behavior obtained through symbolic execution: e.g., certain constraints have higher impact in driving the program execution toward the occurrence of a target event. Similarly, certain constraints have higher impact on the convergence rate of statistical estimation, since they provide more information about the possibility for the target event to occur.

Based on this insight, we analyze the path conditions leading to the occurrence of the target event to rank the constraints according to their impact on the convergence of the statistical analysis. Exploiting this ranking, our method iteratively re-focuses the sampling to gather more information about the satisfaction of the most important constraints first, achieving higher estimation accuracy in a shorter time. We propose three ranking strategies: two of them are based on gradient descent optimization [21] while the third one uses a simple but efficient heuristic which gives more importance to the constraints whose probability estimates are farther from convergence.

We provide a formal assessment of our technique, study its convergence, and evaluate it experimentally on publicly available bench-
goal = new Uniform(-10, 10);
flapPosition = new Uniform(-5, 5);
windaffect = new Normal(0, 0.5, -15, 15); // weak wind
// windEffect = new Normal(0, 7.25, -15, 15); // strong wind
actuatorEffect = 5;
MAX_POSITION = 15;
MIN_POSITION = -15;
if(goal < 0){ // actuator
    flapPosition = flapPosition - actuatorEffect + windEffect;
} else{
    flapPosition = flapPosition + actuatorEffect + windEffect;
}
if ((flapPosition > MAX_POSITION) || // safety check
    flapPosition < MIN_POSITION){
    throw new OverrunException();
}

Figure 1: Flap controller.

marks from [2, 9, 28], including real world software taken from the medicine and the aero-space domains. Our experimental results show significant improvement over previous discretization-based approaches and built-in routines of general purpose mathematical tools, both in terms of accuracy of results and analysis time.

1.1 Example

To illustrate our analysis we introduce a small code snippet modeling a safety check for a simplified flap controller of an aircraft modified from [9] (see Figure 1). The controller is composed of a flap actuator and a safety check to avoid overrun of the flap. The variables influencing the behavior of the flap are the goal position, the current position of the flap, and the wind effect. The actuator performs a move towards the goal but the actuation can be hindered by the effect of the wind that can lead to an overrun of the flap.

The goal position can vary in the range $[-10, 10]$, while the current position of the flap when the next control step is actuated is assumed to be within $[-5, 5]$. For both these variables, any value in the domain is considered equally likely, i.e. the concrete inputs are assumed as realizations of a Uniform distribution over each variable domain.

The wind effect is instead assumed to behave as a Normal distribution, with mean 0 and a standard deviation which depends on the strength of the wind. We will consider two different application scenarios: in case of weak wind, the standard deviation is assumed to be 2, meaning that the effect is mostly quite close to 0; in case of strong wind, the standard deviation is assumed to be 7.25, so larger values of the wind effect are more likely. In either case, the effect of the wind is bounded by the interval $[-15, 15]$. This simplified model exemplifies how the uncertainty about this physical phenomena can be taken into account for the analysis.

In Figure 1, the random distributions for the input variables are characterized by the value of their parameters and the lower and upper bound of the domain (which are always the last two arguments). The Uniform distribution does not need additional parameters besides the domain. The Normal distribution is characterized by its mean and its standard deviation, respectively, besides the domain.

The probabilistic distribution of the wind effect can be obtained systematically from telemetry mission data. It is possible, for example, to measure the frequency over time of values occurring within certain ranges during a mission to obtain realistic usage profiles. Techniques for the automatic inference of probabilistic profiles are described elsewhere, see e.g. [12].

Analyzing the example program. Probabilistic symbolic execution computes the probability of a certain event to occur or not during the execution of the program, given a usage profile. The result of this kind of analysis is not a boolean (indicating presence or absence of an error), but a quantitative figure, whose value depends on both the program and its usage. In this example the probability of throwing an OverrunException is only 0.04% in the presence of weak wind, but it grows up to 8.43% when the wind is strong.

This paper describes a technique for the automatic estimation of the probability for a target event to occur given input profiles described by continuous probability distributions over floating-point input domains, enhanced by a set of strategies to speed up the convergence rate of the estimation.

2. BACKGROUND

2.1 Probabilistic Symbolic Execution

Probabilistic symbolic execution quantifies the probability of the software satisfying a given (safety) property [9, 11, 28]. This approach is comprised of two stages: symbolic execution [17] and solution space quantification. Tools to support the first stage are presented in e.g. [9, 11, 28]; this paper focuses on the second stage: solution space quantification. We provide here a quantification procedure that can be easily incorporated in the above tools.

Symbolic execution is a program analysis technique that executes programs on symbolic, rather than concrete inputs, and computes the values of program variables as symbolic expressions in terms of the inputs. Symbolic execution abstracts all possible program executions into a symbolic execution tree, where the nodes are the symbolic program states and the edges are the program instructions.

Each symbolic execution path is uniquely identified by a path condition (PC), i.e. a constraint that the program inputs have to satisfy for driving the execution along the corresponding path. To avoid the problem of non-terminating executions, the approach bounds the symbolic execution tree. The paths hitting the execution bound are specifically marked and provide an index of the dependability of the analysis [9]. Let $PC^T$ be the set of PCs identifying executions satisfying the target property; similarly $PC^F$ denotes the set of PCs for the paths that lead to property violation.

For example, for the code in Figure 1, the set of path conditions $PC^T$ leading to the occurrence of an OverrunException are:

- $goal < 0 && flapPosition-actuatorEffect+windEffect < 15$
- $goal < 0 && flapPosition-actuatorEffect+windEffect > -15$
- $goal > 0 && flapPosition+actuatorEffect+windEffect > 15$
- $goal > 0 && flapPosition+actuatorEffect+windEffect < -15$

The goal of the second stage – solution space quantification – is to compute the expected probability that the program inputs satisfy any of the PCs in $PC^T$, given a probabilistic distribution over the input domain. Formally:

$$
\int_D \mathbb{1}_{PC^T}(x) \cdot p(x)
$$

where $D$ is the input domain defined as the Cartesian product of the domains of the input variables, $p(x)$ is the probability of an input $x$ to occur according to the probability distribution over the inputs, and $\mathbb{1}_{PC^T}(x)$ is the indicator function on $PC^T$, that returns 1 when $x$ satisfies any of the PCs in $PC^T$, and 0 otherwise [23]. The probability of failure can be computed similarly.

2.2 Monte Carlo Estimation

Exact solutions to Equation (1) are not always possible because the integral might be ill-conditioned by the presence of complex non-linear constraints or because of scalability issues to deal with high dimension problems [16]. Monte Carlo methods provide a general, approximate solution to the integration problem. The basic solution, called “hit-or-miss” [27] (HM-MC), consists in generating
where \(x\) is the sample mean. The accuracy of the estimate \(x\) can be assessed through the variance of \(x\): the closer the variance is to 0 the more accurate is the estimate. As evident from Equation (2), variance decreases with the number of samples, going asymptotically to 0 when \(n \to \infty\).

**Stratified Sampling and Interval Constraint Propagation (ICP).**

The slow convergence rate of Monte Carlo hit-or-miss methods can be improved by using stratified sampling, which partitions the input domain into regions (strata) which can be analyzed separately, using for instance hit-or-miss Monte Carlo. The local result \(\hat{x}_i\) associated to each region \(R_i\) is combined to obtain an estimator \(\hat{x}\) over the global input domain with the following properties:

\[
E[\hat{x}] = \sum w_i \cdot E[\hat{x}_i] \quad \text{Var}[\hat{x}] = \sum w_i^2 \cdot \text{Var}[\hat{x}_i]
\]

where \(w_i\) is defined as \(w_i = r(R_i)/r(D)\), i.e. the ratio between the size of the strata \(R_i\) and the entire domain \(D\). The use of stratified sampling never increases the variance of the global estimator and, in the worst case, it is equivalent to non-stratified sampling.

In previous work, we proposed the use of an interval constraint propagation solver, RealPaver, to prune out regions of the solution space that do not contain any solution of \(PC^T\); consequently improving convergence even further. RealPaver produces as output a set of boxes whose union reliably contains all the solutions of a given (complex, non-linear) constraint. Stratified sampling is then used for composing the results of analyzing the boxes.

### 2.3 Compositional Quantification

In probabilistic symbolic execution the number of constraints to analyze can be very large, leading to potentially high analysis cost. To address this issue, we follow the compositional approach that splits the analysis into smaller sub-problems based on the structure of the constraints composing \(PC^T\) (or \(PC\)), allowing also the reuse of partial results.

\(PC^T\) contains all the PCs leading to property satisfaction. The goal is thus to quantify the probability of satisfying the disjunction \(\bigvee_{PC \in PC^T} PC\). Note that all PCs are disjoint by construction.

#### 2.3.1 Handling Disjunction

Assume that we estimated the probability of satisfying two path conditions, \(pc_i, pc_j \in PC^T\), through the estimators \(\hat{x}_i\) and \(\hat{x}_j\), respectively, and for this reason we know mean and variance. Let us denote by \(\hat{x}\) the estimator of the disjunction \(pc_i \lor pc_j\) that we want to compute. We can use the following composition rule (for disjunction) to compute the mean and an upper bound for the variance of \(\hat{x}\):

\[
E[\hat{x}] = E[\hat{x}_i] + E[\hat{x}_j] \quad \text{Var}[\hat{x}] \leq \text{Var}[\hat{x}_i] + \text{Var}[\hat{x}_j]
\]

#### 2.3.2 Handling Conjunction

Each path condition \(pc_i\) is a conjunction of simpler constraints \(c_0 \land c_1 \land \ldots c_m\). This set of (conjoined) constraints can be partitioned in independent subsets; each subset including the constraints which are related through variable dependency. Intuitively, two variables \(i\) and \(j\) depend on one another if there exists a constraint predicated on both of them (e.g., \(v_i > v_j + 1\)) or if they both depend on a third variable. This dependency relation is symmetric and transitive by construction and is extended with reflexivity (i.e., \(v_i\) always depends on itself), becoming an equivalence relation which induces a partition \(\{V_0, V_1, \ldots, V_n\}\) on the set of variables \(V\).

For each constraint \(c_k\) of \(pc_i\), \(A(c_k, v)\) indicates that \(c_k\) predicates on variable \(v\). Let \(C_{ij}\) denote the set of constraints occurring in \(pc_j\) and predicated on any of the variables in \(V_j\) (i.e., \(C_{ij} = \{c_k \mid A(c_k, v) \land v \in V_j\}\)). Let \(\hat{x}_i\) and \(\hat{x}_k\) be the estimators of \(C_{ij}\) and \(C_{ik}\), respectively. Then, we can use the following composition rule (for conjunction) to compute the estimator \(\hat{x}\) of \(C_{ij} \land C_{ik}\):

\[
E[\hat{x}] = E[\hat{x}_i] \cdot E[\hat{x}_k] \\
\text{Var}[\hat{x}] = E[\hat{x}_i]^2 \cdot \text{Var}[\hat{x}_k] + E[\hat{x}_k]^2 \cdot \text{Var}[\hat{x}_i] + \text{Var}[\hat{x}_i] \cdot \text{Var}[\hat{x}_k]
\]

The rule extends naturally to many constraints. Note that some constraints may occur in multiple PCs; we can thus cache and re-use the analysis results, for efficiency.

For example, analyzing the PC extracted in Section 2.1 for the example from Figure 1, the six independent constraints can be identified (notice that being actuatorEffect a constant, symbolic execution simplifies it):

\[
c_{0:} \text{goal} < 0 \\
c_{1:} \text{goal} >= 0 \\
c_{2:} \text{flapPosition} + \text{windEffect} > 20 \\
c_{3:} \text{flapPosition} + \text{windEffect} < 10 \\
c_{4:} \text{flapPosition} + \text{windEffect} > 19 \\
c_{5:} \text{flapPosition} + \text{windEffect} < 8
\]

Each of these constraints can be analyzed independently using the Monte Carlo techniques described in Section 2.2 and their estimators can be combined accordingly to the structure of the the PCs using the composition rules of Equation (3) and (4).

### 3. DISTRIBUTION-AWARE SAMPLING

In this section, we extend the compositional sampling approach from 2 with an efficient way to handle inputs that follow continuous distributions. Specifically, we enhance the Monte Carlo estimation with a distribution-aware sampling strategy, where the random samples can be generated according to a continuous distribution instead of a uniform one. However, the use of interval constraint propagation (i.e. RealPaver) and stratified sampling requires some care, since we need to restrict the sampling to specific sub-regions of the input domains.

We assume that each input variable \(i\) is defined over a bounded continuous interval \([a, b]\) and its values are distributed according to a known distribution \(\text{Distribution}(\theta_i)\), restricted, or truncated (1), to this interval. \(\theta_i\) is a (possibly empty) constant vector of known parameters characterizing the distribution, e.g., a Normal distribution is characterized by the values of its mean and its variance, while an Exponential distribution only by its mean. We will use the notation \(\text{Distribution}(\theta_i)_{[a, b]}\) to represent the distribution truncated to the interval \([a, b]\). The mapping between input variables and their corresponding truncated probability distributions constitutes the usage profile (see the variable declaration in Figure 1).

As mentioned in Section 2, the output of ICP is a set of boxes containing all the inputs satisfying \(PC^T\). Each box is defined by the conjunction of constraints of the form \(v_i \in [a_i, b_i]\), where each variable is restricted to a particular interval within its domain. Since in general the range of \(\text{Distribution}(\theta_i)_{[a, b]}\) may fall outside \([a_i, b_i]\), we need to restrict the sampling to \([a_i, b_i]\). A simple approach would be to generate for each variable \(v_i\) a set of samples \(x_1, x_2, \ldots, x_n\)
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(drawn according to the distribution) and then prune out all the \( x_i \notin [a_i, b_i] \). However this may be inefficient, especially if the intersection between the range of \( \text{Distribution}(v) \) and \([a_i, b_i]\) is small.

We propose an efficient solution obtained by exploiting the results of probability theory for truncated distributions \([7]\). Consider a random variable \( v_i \) with \( \text{Distribution}(v_i) \). Each distribution is associated to a unique, known, cumulative distribution function \( \text{CDF}(v_i) \) defined as \( \text{CDF}(v_i) = \Pr[v_i \leq t] \), which we will use for the sampling. Consider also a non-empty interval \([a_i, b_i]\). Let the random variable \( v_i \) be the restriction of \( v_i \) to the interval \([a_i, b_i]\), then the following result holds \([7]\):

\[
\text{CDF}_{v_i}(t) = \frac{\text{CDF}(\max(\min(t, b_i), a_i)) - \text{CDF}(a_i)}{\text{CDF}(b_i) - \text{CDF}(a_i)}
\]

(6)

Furthermore, the cumulative distribution has inverse:

\[
\text{CDF}_{v_i}^{-1}(u) = \text{CDF}^{-1}(a_i) + u \cdot (\text{CDF}(b_i) - \text{CDF}(a_i))
\]

(7)

where \( 0 \leq u \leq 1 \). For the most common continuous distributions both \( \text{CDF}(\cdot) \) and its inverse \( \text{CDF}^{-1}(\cdot) \) can be computed efficiently using off-the-shelf libraries or functions (e.g., \([29]\)).

In the following we show how to use these functions to obtain samples of any truncated distributions from samples drawn from uniform distributions which can be easily obtained from many existing off-the-shelf libraries.

**Example.** Recall from Figure 1 that variable \( \text{goal} \) follows an Uniform distribution in the interval \([-10, 10]\). According to the definition above \( \text{CDF}_{\text{goal}}(t) = (t + 10) / 20 \) for \(-10 \leq t \leq 0\) for \( t < -10\), and 1 for \( t > 10 \). The reader can refer to \([23]\) for the definition of \( \text{CDF} \) for the most popular continuous distributions.

The ability to compute \( \text{CDF}_{v_i}(\cdot) \) and its inverse \( \text{CDF}_{v_i}^{-1}(\cdot) \) allows us to implement a general sampling strategy for continuous distributions restricted to intervals of interest. Indeed, to take a sample from \( v_i \), i.e. variable \( v_i \) restricted to \([a_i, b_i]\), it is sufficient to generate a sample \( \tilde{v} \) from a Uniform distribution over \([0, 1]\) (by using any robust pseudo-random generator) and use this sample \( \tilde{v} \) to generate the sample \( v_i = \text{CDF}_{v_i}^{-1}(\tilde{v}) \) from the restricted random variable \( v_i \). This approach allows to bring distribution-awareness to ICP-enabled stratified sampling, thus allowing to achieve both the precision and scalability of distribution-aware sampling and the improved convergence rate due to stratified sampling.

### 3.1 Distribution-Aware Sampling versus Discretization

The analysis from \([2, 19]\) assume that the probability distributions over the input domain are specified by a usage profile (UP) defined as:

\[
\text{UP} = \left\{ \begin{array}{l}
c_1 : p_1 \\
c_2 : p_2 \\
\ldots \\
\end{array} \right.
\]

(8)

where the \( c_i \) are a partition of the input variables, i.e. \( \cup c_i = D \) and \( c_i \cap c_j = \emptyset \implies i = j \), and \( \sum p_i = 1 \) (we abuse the notation here by referring with \( c_i \) to both a set of inputs and the constraints uniquely characterizing such set). Each pair \( c_i : p_i \) is called usage scenario.

This formalism for UPs allows to arbitrarily partition the input domain into a finite set of regions, each with an assigned probability. The constraints \( c_i \) can be arbitrarily complex, making the formalism expressive enough to predicate about non trivial relations among input variables. However, if the values of an input are distributed according to a continuous probability distribution, casting this case into a finite UP requires a discretization procedure, partitioning the domain of each variable into a finite number of intervals and assigning to each interval a probability computed from the original continuous distribution. Depending on the number and the size of the intervals, discretization may be an arbitrarily precise approximation of the continuous distribution.

Nonetheless, the unavoidable loss of precision due to discretization may introduce a bias in the analysis results, when the approximation is not fine enough. On the other hand, a finer discretization requires to partition variables domain into a larger number of intervals. Assuming \( v \) input variables are partitioned into \( m \) intervals each one, the total number of constraints to obtain a discretized version of the original UP would be \( 10^m \). Though the complexity of the analysis is linear in the number of usage scenarios, the latter grows exponentially with the required precision of discretization, limiting the scalability of the analysis.

Section 5.2 compares the accuracy and performance of our distribution-aware sampling procedure with the same analysis based on the discretization of the usage profiles showing its advantages.

### 4. Iterative Optimal Sampling

The divide-and-conquer procedure reported in Section \([23]\) solves the problem of quantifying the solution space of \( PC^T \) in terms of simpler independent sub-problems. It further caches and reuses the results for the sub-problems to speed up the quantification. The estimates for the sub-problems are composed according to the disjunction and conjunction rules from Equations \([4] \) and \([5]\) respectively. The variance of such estimators is composed as well, providing an index of the accuracy of the final results. Although the asymptotic convergence of the compositional estimators is guaranteed \([2]\), i.e., when the number of samples used to obtain the local estimators for each sub-problem grows to \( \infty \), the convergence rate of the procedure is hard to quantify and may be slow in practice.

This section introduces an iterative sampling approach to speed-up the convergence rate of the quantification procedure. At each iteration, the sampling is focused on the parts of the input space that are likely to have the largest influence on the variance of the composite estimator obtained from the previous iteration, with the goal of minimizing the variance and thus increasing the overall accuracy of the estimation. We explore three iterative approaches.

The first approach is based on gradient descent optimization \([21]\) (Section \([4.2] \)) which provides a natural solution to the sampling allocation problem. It uses the composition rules from Equations \([2] \) – \([5]\) to compute the gradient of the global variance with respect to the number of samples allocated to each local estimator. The impact of each local estimator, as quantified by the gradient, is then used to decide how many new samples to allocate for each sub-problem, aiming at minimizing the global variance.

The second approach overcomes the computational overhead related to bootstrapping new sampling procedures for multiple sub-problems. It uses a relaxed form of gradient descent optimization based on a sensitivity analysis (Section \([4.3] \)) where, at each iteration, new samples are allocated only for the single most influential sub-problem, as identified by the gradient.

The third approach introduces a simple heuristic sampling allocation that, at each iteration, allocates new samples for the sub-problem whose estimator has the largest variance (Section \([4.4]\)). This heuristic is computationally cheaper than the other optimization methods because it does not require the computation of the gradient of the global variance with respect to the number of samples allocated for each sub-problem. However, our experiments show that this simple heuristic works well in practice.

The three different strategies discussed in the next sections will be evaluated on several case studies in Section \([5]\).
4.1 Gradient-Descent Variance Minimization

Gradient descent is a common optimization method for finding the minimum of functions for which derivatives can be defined [21]. The gradient descent method starts with an initial (random) candidate solution and iteratively discovers new candidates closer to the optimum. At each step, a new candidate solution is produced following the direction of the negative gradient of the function. As a local search method, it can get stuck in local optima. However, in our context there is a unique minimum, as the variance is guaranteed to decrease with each new sample.

The dependency of the global variance on the number of samples allocated for each sub-problem can be computed in analytical form combining Equations [2] to [3]. For the sake of simplicity we will for now ignore ICP-based stratified sampling, thus assuming each sub-problem to be quantified by simple hit-or-miss Monte Carlo (Equation [2]). We will bring ICP-based stratified sampling later.

As an example of this computation, consider from Section 2.1 the PC $\text{goal} < 0 \&\& \text{flapPosition} + \text{actuatorEffect} + \text{windEffect} > 15$. The quantification problem for this PC can be reduced to the quantification of the independent constraints $c_0 : \text{goal} < 0$ and $c_4 : \text{flapPosition} + \text{windEffect} > 10$ (where the constant $\text{actuatorEffect}$ has already been evaluated), whose solution space is quantified by the estimators $\hat{x}_0$ and $\hat{x}_1$, respectively. If $n_0$ samples are allocated for the estimation of $\hat{x}_0$ and $n_1$ for the estimation of $\hat{x}_1$, their respective variances would be (Equation 2):

\[
\Var[\hat{x}_0] = \frac{\bar{x}_0(1 - \bar{x}_0)}{n_0}, \quad \Var[\hat{x}_1] = \frac{\bar{x}_1(1 - \bar{x}_1)}{n_1}
\]

The variance of the estimator for the PC as a function of $n_0$ and $n_1$ can then be computed applying the conjunction composition rule (Equation 9) as follows.

\[
\Var(n_0, n_1) = \bar{x}_0 \cdot \frac{(1 - \bar{x}_0)}{n_0} + \bar{x}_1 \cdot \frac{(1 - \bar{x}_1)}{n_1} + \frac{\bar{x}_0 \cdot (1 - \bar{x}_0)}{n_0} \cdot \frac{\bar{x}_1 \cdot (1 - \bar{x}_1)}{n_1}
\]

An analogous procedure can be applied to deal with disjunctive forms. Our goal is now to minimize the function $\Var(n_0, n_1, \ldots, n_m)$, which denotes the variance of the global estimate as a function of the number of samples allocated for the estimation of each of the $m + 1$ independent constraints the quantification problem has been split in. We want to find a sequence of sample allocations that brings global variance near 0 quickly. Note that 0 is the unique global minimum for the variance and it is reachable when the number of samples grows to infinity.

The initial solution $n^0 = [n_0^0, n_1^0, \ldots, n_m^0]$ can be computed in a bootstrap stage where an arbitrary number of samples is allocated uniformly to each estimation sub-problem. This initial round of sampling provides also an initial estimate of the expected value and the variance of each independent constraint, which will be used to estimate the value of $\Var(n^0)$ at the initial point.

Given the value of $n^k$ at step $k$, the value of $n^{k+1}$ is computed according to the following formula:

\[
n^{k+1} = n^k - \gamma \cdot \Var(n^k)
\]

where $\gamma$ is the step size (we will get back to this later) and $\Var(n) = \partial \Var/\partial n_0, \partial \Var/\partial n_1, \ldots, \partial \Var/\partial n_m$ is the gradient, i.e., the vector of the partial derivatives of $\Var(\cdot)$ with respect to the arguments $n_i$. Intuitively, the gradient indicates at each step “how much” each of the independent constraints can contribute to minimize $\Var(\cdot)$.

Recall that the quantification problem consists in estimating the probability that an input satisfies any of the path conditions in $\text{PC}_T$, given a probability distribution on the input space. In other words, we aim to estimate the probability of satisfying the disjunction of the PCs in $\text{PC}_T$, and each PC is the conjunction of independent constraints. Exploiting the compositional rules of Section 2.3 the gradient of the global variance with respect to the number of samples to be allocated to each independent sub-problem can be computed compositionally too.

**Theorem 1.** Derivative of conjunction compositions. The derivative of the variance of the estimator $\hat{x}_i$ for the conjunction $c = c_0 \land c_1 \land \ldots \land c_k$ with respect to the number of samples $n_i$ allocated to the estimators $\hat{x}_i$ for the constraints $c_i (i \in [0, k])$ can be computed as:

\[
\frac{\partial \Var[\hat{x}_i]}{\partial n_i} \leq \sum_{i \in [0, k]} \frac{\partial \Var[\hat{x}_i]}{\partial n_i}
\]

**Proof.** The composition rule in Equation 2 overestimates the variance of a disjunction as the sum of the variances of the disjuncts. The proof follows from the linearity of the derivative operator.

**Theorem 2.** Derivative of conjunction compositions. The derivative of the variance of the estimator $\hat{x}_i$ for the conjunction $c = c_0 \land c_1 \land \ldots \land c_k$ with respect to the number of samples $n_i$ allocated to the estimators $\hat{x}_i$ for the constraints $c_i (i \in [0, k])$ can be computed, where the constraints $c_i$ are independent, according to the definition introduced in Section 2.3 and the estimators $\hat{x}_i$ use HM-MC, as:

\[
\frac{\partial \Var[\hat{x}_i]}{\partial n_i} = - \frac{\Var[\hat{x}_i]}{n_i} \prod_{j \in [0, k], j \neq i} (E[\hat{x}_j]^2 + \Var[\hat{x}_j])
\]

**Proof.** The proof is omitted for space reasons, the interested reader can refer to [3] for it.

The gradient descent method terminates when either the target variance is achieved or when the gradient gets close enough to 0. The latter indicates the optimum has been reached, usually within a finite accuracy. Notably, the convergence speed of gradient descent methods is proportional to the value of the gradient. This implies that the closer the gradient gets to 0 the slower the convergence is [21]. Nonetheless, for the problem at hand the improvement on the convergence rate of the global estimator is still significant, as will be shown in Section 5.

Notice that the expected values of the estimates obtained by the composition rules of Section 2 are not affected by the gradient descent procedure. The estimators keep their unbiasedness and their consistency, while only the rate of convergence of the variance to 0 is possibly optimized.

Back to our example, assume that, during the initial bootstrap phase, after allocating 1000 samples for estimating each of the constraints $c_0: \text{goal} < 0$ and $c_4 : \text{flapPosition} + \text{windEffect} > 10$, we obtained the estimates $\bar{x}_0 = 0.489$ and $\bar{x}_1 = 0.088$, considering the weak wind profile. After the first iteration we obtain the following gradient $\nabla \Var(n_0, n_1) = [-1.955 \cdot 10^{-9}, -1.921 \cdot 10^{-8}]$. Thus, the sampling budget available for the next iteration should be assigned to $\bar{x}_0$ and $\bar{x}_1$ proportionally to their corresponding derivatives, roughly 9.2% of the samples for $c_0$ and 90.8% for $c_1$.

**Choosing the step size.** The partial derivatives composing the gradient are used to decide how the sampling budget for the next iteration will be distributed among the independent constraints. This budget is quantified by the step size $\gamma$. In general, if $\gamma$ is too small, then the algorithm will converge very slowly. On the other hand, if $\gamma$ is not chosen small enough, then the algorithm may
use sampling time inefficiently. In our case, we have to take into account the overhead of starting a new sampling procedure for each independent constraint at each iteration. For a too small budget, the bootstrapping time for the sampling procedures might overcome the time for sampling, increasing the computational overhead. An optimal value for $\gamma$ depends in general on the specific problem at hand. Furthermore, instead of fixing the value of $\gamma$, we fix the total number of samples to be allocated for each iteration and compute $\gamma$ so to use it all, i.e. $\gamma \sum \partial Var/\partial n_i$, has to be equal to the total number of samples allowed for each iteration. Since only an integer number of samples can be allocated for each sub-problem, possible decimal results are rounded up to the smallest larger integer.

For this work we empirically evaluated different values for the total number of samples to be allocated during each iteration, and in turn $\gamma$ (Section 5). Adaptive decisions for $\gamma$ have been proposed too (e.g., [21],[24]), and we plan to evaluate them in the future.

1CP-based stratified sampling. ICP-based stratified sampling (see Section 2) can be used to reduce the variance of the estimates for the single independent sub-problems. ICP is used to partition the sampling space into a set of disjoint boxes containing all the solutions for the constraint, pruning out the domain regions containing no solutions. With the same number of samples, this approach cannot perform worse than HM-MC, and usually performs better [2]. Therefore the variance obtainable by HM-MC can be seen as an upper bound of the one of stratified sampling for the same problem.

The gradient descent procedure we defined is based on HM-MC and decides how many samples to allocate on each sub-problem during each iteration. Enhancing the local estimators with stratified sampling can only produce better results (which will be also reflected by the more accurate values for the local estimates used to evaluate $V(\cdot)$ on the next iteration) but requires an additional decision about how to distribute the samples allocated on an independent constraint among the boxes containing its solutions.

Our decision strategy is to distribute 2/3 of the samples proportionally to the product between the variance of the local estimate within the box and the size of the box, and 1/3 uniformly among all the boxes. Recalling Equation 3, both the variance and the size of the box directly affect the variance of the stratified sampling estimates. With this heuristic we take into account this dependency. The remaining third of samples is distributed uniformly to speedup the convergence of the estimators for all the boxes, and thus a better assessment of their variance for the next iterations. This is especially relevant when the probability of satisfying the target property within the box is close to 0; if no samples satisfy the constraint restricted within the box, the variance is incorrectly estimated as 0 and the box would receive 0 samples on the next iteration, preventing the local estimator to assess the actual variance.

4.2 Sensitivity Analysis and Computational Overhead

Each sampling round requires to start a sampling procedure for each box of each independent constraint for which we allocate new samples. This operation introduces a significant overhead, especially when the number of sub-problems is large and the partial derivatives in the gradient are mostly in the same order of magnitude. This implies that the budget will be distributed almost uniformly, requiring to add only a few samples for each independent sub-problem at each iteration. A sub-optimal strategy to trade convergence rate for lower computational overhead consists in a relaxation of the gradient descent method based on sensitivity analysis. The sensitivity of the global variance $Var(\cdot)$ with respect to the number of samples $n_i$, allocated to the constraint $c_i$ is defined by the partial derivative $\partial Var/\partial n_i$. The single constraint mostly affecting the global variance is the one having the larger sensitivity, in absolute value (note that all of the derivatives are negative since adding more samples can only decrease the global variance). The strategy thus consists in allocating the entire sampling budget for the next iteration to the single most important constraint.

Recalling our example, if $\nabla Var(n_0,n_1) = [-1.955 \cdot 10^{-9}, -1.921 \cdot 10^{-8}]$, the whole sampling budget for the next iteration will increase $n_1$ because the corresponding sub-problem has the highest expected impact on the global variance.

From a mathematical viewpoint, this means that instead of following the gradient, we follow its projection on the single dimension providing the best improvement. This is in general less effective then using all the information in the gradient, but may produce valuable results at a lower computational cost (as shown in Section 5).

4.3 Local Heuristic for Sampling Allocation

We also considered a low-overhead sampling heuristic that does not require to compute the gradient of $Var(\cdot)$. This heuristic prescribes to allocate at each iteration all the samples to the single estimator having the highest variance.

Back again to our example, where after allocating 1000 samples for each of the sub-problems $c_0: goal == 0$ and $c_4: flapPosition + windEffect > 10$, we obtained the estimates $\hat{x}_0 = 0.489$ and $\hat{x}_1 = 0.088$ with variance $2.498 \cdot 10^{-4}$ and $8.025 \cdot 10^{-5}$, respectively, this heuristics would require to allocate the entire sampling budget for the next iteration to increase $n_0$ since the estimator $\hat{x}_0$ is the one showing the highest variance.

Due to the nature of the problem, this heuristic intuitively guarantees the convergence of the estimator, since the allocation of more samples to an estimator with positive variance always strictly decreases its variance (Equation 3). This guarantees that all the estimators with non-zero variance will eventually receive additional samples, following the convergence of the global estimator as well.

5. EVALUATION

We described distribution-aware sampling and iterative sampling allocation for improving the convergence rate of a compositional simulation-based probabilistic symbolic execution. We implemented...
these techniques in the Java based tool qCORAL and evaluated their effectiveness in Section 5.2 and 5.3 respectively.

5.1 Experimental Settings

For our evaluation, we used the publicly available benchmarks of VolComp [30] and qCORAL [26]. The subjects from the VolComp benchmark only contain linear constraints (that we translated in the input format for our tool). These subjects are: a heart fibrillation risk calculator (ARTRIAL), a steering controller to deal with wind disturbances (CART), a coronary disease risk calculator (CORONARY), an estimator of chronic kidney’s disease (EGFR-EPI and EGFR-EPI-SIMPLE), an inverted pendulum (INVPEND), and a model of a robot deciding how to pack goods of different weights into envelopes with limited capacity (PACK).

The subjects from the qCORAL benchmark contain non-linear constraints and more complex mathematical functions (e.g., sin); they are a model of the Apollo lunar vehicle autopilot (APOLLO) and two core modules of an aircraft collision-detection monitor (CONFLICT and TURN LOGIC). These subjects were implemented in Java and analyzed using Symbolic PathFinder [25] to compute the PCs (of paths leading to assert violations).

Table 1 reports a characterization of these subjects. Column “Asrt” denotes a unique id we used to identify the checked assertions during the discussion. Column “#Paths” indicates the number of symbolic paths leading to the violation of the assertion. Columns “#Ands” and “#Ar. Ops” denote respectively the number of conjuncts and the number of arithmetic operations. For column “#Ar. Ops”, in parenthesis the number of different operators (e.g., + or sin()). A value of 0 in this column means that all the constraints involve only comparisons (e.g., x < y or x < 5). Finally, “Parts.” indicates the number of independent sub-problems identified for compositional analysis and “0-var.” indicates the number of sub-problems with exact solutions after applying ICP. Column “0-var./Parts.” indicates how many of the sub-problems we obtained variance 0 on an execution of qCORAL with 100k samples without iterative sampling allocation. A sub-problem can obtain 0 variance after sampling when either ICP returned an exact solution or if all the samples returned the same truth value (cf. Equation 9).

Baseline. To compare the accuracy of the different approaches, we solved the quantification problem with the commercial tool Mathematica (version 10). We used the off-the-shelf function NProbability with default arguments. This procedure is designed to provide solutions to a broad range of problems. In contrast our method is tailored to probabilistic symbolic execution. This results (in some cases) in a slower performance and exceptions, reported by Mathematica, where NProbability fails to achieve precise results. Different configurations of NProbability may avoid these exceptions, however they would require human expertise beyond the off-the-shelf use of the tool.

Execution environment. We run qCORAL on an Intel Core i7 920 (2.67GHz, 8M cache) machine, with 8GB of RAM. Considering the higher computational demand for Numerical Integration with Mathematica, we performed this operation on an r3 large Amazon EC2 machine, running on an Intel Xeon E5-2670 v2 (2.50 GHz, 25M cache) with 16GB RAM. Both machines run Ubuntu 64 bits.

5.2 Distribution-Aware Sampling

Distribution-aware sampling aims at providing direct support for input variables characterized by continuous probability distributions. This section reports on two different experiments we conducted to evaluate our proposed technique. The first experiment compares the results of qCORAL and NProbability with respect to precision and efficiency. The second experiment compares the precision, lack of bias, and scalability of distribution-aware sampling against the analysis with discretized usage profiles.

5.2.1 Comparison with NProbability

Table 4 reports the results of analyzing each subject with qCORAL and NProbability. qCORAL performs a single sampling round with 100k samples, thus no iterative sampling allocation is used for this experiment. The cells shadowed in grey highlight the cases for which Mathematica reported an exception and the results might thus not meet the default prescribed accuracy of at least five decimal digits. A “-” is used to mark the cases where the analysis failed to return results within 40 hours of processing.

To evaluate distribution-aware sampling, we experimented with different continuous input distributions. In the first set of experiments we assigned to each variable a truncated Normal distribution centered in the middle of the variable domain and with standard deviation equal to 1/6 of the domain length, and truncated by the bounds of the domain. We set the standard deviation to 1/6 so that already the non-truncated distribution has probability 99% to generate a sample within the domain. Truncation introduces a small correction to guarantee that all samples fall within the bounds. In the second set of experiments we assigned to each variable a truncated Exponential distribution. The rate parameter of the distribution has been tuned again to make 99% of the samples fall within the original variable domain. Since Exponential distributions are defined over positive domains, we excluded the subjects whose values have negative domains.

For all the cases where NProbability terminated without exceptions the results of qCORAL are consistent, at the reported accuracy (σ). In several cases the results of qCORAL are exact σ = 0 (up to Java double accuracy) and match those of NProbability. The execution time of qCORAL is significantly shorter than the one required by NProbability for the same subjects, especially on the more complex ones where the difference is by several orders of magnitude. qCORAL also produces more robust results compared to NProbability, completing the analysis for all the subjects without exceptions. This is due to the intrinsic robustness of simulation-based approaches.

A final note concerns the result of qCORAL for assertion 5 with Normal usage profile. This result is indeed larger than 1, which is clearly not a valid probability. This is due to the accumulation of inaccuracies of the sub-problems estimates, when the result is close to 1. However, the corresponding σ makes the result compatible with NProbability. Cutting it to 1 would alter the confidence intervals compatible with the estimate and σ, thus we report the estimate as is, including accumulated errors.

5.2.2 Comparison with Discretization

This section evaluates the tradeoff between accuracy and scalability of distribution-aware sampling with the same analyses performed on discretized usage profiles. For the experiments reported in Table 4 we assigned for each subject a truncated Normal distribution to two of the input variables, following the same parameterization procedure described for the previous experiments. All the other variables have the original Uniform distribution defined in [25] [30]. Only two variables have been assigned a non-uniform profile for scalability reasons, since the size of discretized usage profiles grows exponentially in the number of non-uniform variables (cf. Section 5). This results in a complexity already sufficient for comparing the approaches.

There are several possibilities for discretizing a continuous distribution. A simple solution requiring no prior knowledge on the problem consists in dividing the domain into a certain number of
Table 2: Comparison of different discretization methods. Discretization invokes qCORAL \([2]\) once for every region within each constraint partition. For every subject, two input variables are normally distributed; the others are uniformly distributed.

<table>
<thead>
<tr>
<th>Subject</th>
<th>A.erg.</th>
<th>NProbability</th>
<th>Discretization</th>
<th>qCORAL([100k])</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>solution</td>
<td>t interv. [s]</td>
<td>t interv. [s]</td>
</tr>
<tr>
<td>ARTIAL</td>
<td>1</td>
<td>0.052928</td>
<td>15.83</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.000284</td>
<td>15.05</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.927292</td>
<td>648.34</td>
<td>2.85</td>
</tr>
<tr>
<td>CART</td>
<td>4</td>
<td>0.977009</td>
<td>11.10</td>
<td>1.65</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.982561</td>
<td>11.87</td>
<td>1.57</td>
</tr>
<tr>
<td>CORONARY</td>
<td>6</td>
<td>0.000201</td>
<td>1.81</td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.000033</td>
<td>0.35</td>
<td>0.43</td>
</tr>
<tr>
<td>EGFR EPI</td>
<td>8</td>
<td>0.1139741</td>
<td>5.37</td>
<td>0.128302</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>0.099552</td>
<td>4.30</td>
<td>0.100637</td>
</tr>
<tr>
<td>EGFR EPI (SIMPLE)</td>
<td>10</td>
<td>0.597568</td>
<td>1.74</td>
<td>0.596731</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>0.159820</td>
<td>1.05</td>
<td>0.198692</td>
</tr>
<tr>
<td>INVPEND</td>
<td>12</td>
<td>0.051223</td>
<td>24.39</td>
<td>0.091119</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Equally large intervals and to assign each interval the probability it would have according to the original distribution, i.e. the probability for an interval \([a, b]\) would be \(CDF(b) - CDF(a)\), where \(CDF(\cdot)\) is the cumulative distribution function of the original continuous distribution. A deeper knowledge of the constraints to be quantified may allow more effective discretization where smaller intervals are used to increase the resolution of the approximate distributions around the points mostly affecting the satisfaction of the constraints to be quantified. However, this would require in general human expertise on the specific problem.

Table 2 reports our experimental results. We keep the result of NProbability as reference value. Notice that the results in this table differ from those on Table 3 due to the different usage profiles. Furthermore, with the simplified usage profile we use for these experiments NProbability always terminates correctly.

We discretized the domain of the two non-uniform variables in 3 and 6 intervals. The total number of usage scenarios composing the discretized profile is thus 9 and 36, respectively (cf. Section 3.3). A too coarse-grained discretization may introduce a bias in the result due to the loss of information. Finer discretization improves the precision of the result, but does not scale (due to the exponential blowup in the number of usage scenarios). This is visible in Table 2 where the results for a 3 intervals discretization deviate from the reference value more than those for the 6 intervals. Distribution-aware sampling prevents the risk of introducing such biases.

Finally, finer discretization requires a higher computation cost. Though this cost might be reduced leveraging the caching of partial results for independent sub-problems shared by the different usage scenarios, the worst case complexity remains exponential. Even with the relatively coarse-grained discretization we applied on only two non-uniform variables, the analysis time for the discretized profiles takes longer than with distribution-aware sampling. The latter grows instead only linearly with the number of variables, thus scaling to significantly larger problems.

5.3 Iterative Optimal Sampling Allocation

Iterative sampling allocation aims to improve the convergence rate of simulation-based quantification by allocating samples to sub-problems according to their predicted importance. Section 3 described three strategies to decide how to allocate samples to non-initial iterations of the quantification procedure; we evaluate these strategies here. The first strategy -- gradient -- decides how many samples to allocate to each sub-problem pursuing a gradient descent minimization of the global variance. The second strategy -- sensitivity -- performs a gradient-based sensitivity analysis to identify the single partial sub-problem with highest impact on the global variance and allocate new samples to improve the estimate. The third strategy -- local -- uses a low-overhead heuristic selecting the sub-problem to improve only based on the variance of its local estimator, thus not requiring a global impact analysis.

The goal of the three strategies is to increase the convergence rate of the compositional simulation-based quantification described previously. We take as baseline the distribution-aware sampling described and evaluated in the previous sections. We evaluate the iterative techniques with a sampling budget per iteration of 1k and 10k samples (which determines the step size for the gradient-based methods). We report the results of our experiments on selected subjects in Figure 2 and Table 3. Each subject is identified by the name of the program and the id of the assertion. For the experiments in this section, we assigned each variable a truncated Normal distribution with mean in the center of the variable domain (defined in the original papers of the benchmarks) and standard deviation equal to 1/6 of the domain length, as we did in the previous section.

5.3.1 Convergence Rate

Figure 2 shows the convergence rate of the three approaches and the baseline through plots having the wall-clock time on the x-axis and the average standard deviation of the global estimator (i.e., the square root of its variance) on the y-axis, in logarithmic scale. All the experiments have been ran for 30 minutes. The initial bootstrapping has been performed by taking 50k samples uniformly among all the sub-problems.

Gradient and sensitivity outperformed the baseline for all of the subjects and both 1k and 10k sampling budget per iteration. When more samples are allowed, these two approaches performs almost equally. The best improvement is achieved for APOLLO (21), while the worst is for ARTIAL (3). These two subject are the most complex in terms of number of PCs and number of conjuncts per PC. However, while in the case of APOLLO only a few sub-problems have a high impact on the global variance, for ARTRIAL the sub-
problems to be analyzed have similar impact on it. In particular, for APOLLO only a few sub-problems have a large local variance and a high impact on the global result. This is an optimal condition for all three allocation strategies, which perform similarly. The baseline approach is instead unable to exploit this information and allocates samples on sub-problems already close to convergence or with low impact on the global result. For ARTRIAL (3), there is not a big difference in the impact of the different sub-problems, though a few of them have slightly larger effect on the global result. In this case the benefit of gradient-based techniques is limited and also local does not provide a significant improvement.

The local strategy fails to improve the convergence rate, and actually slows it down, when the sub-problems with highest variance have a low impact on the global result: ARTRIAL (2), and CORONARY (7). Indeed, the impact of a sub-problem depends not only on its local variance but also on the estimates and variance of the other sub-problems that are in conjunction within the PCs under analysis.

5.3.2 Time to Converge

Table [Table] reports in tabular form the results of some of the experiments for a deeper investigation. All the runs have been interrupted after 30 minutes. Target \( \sigma \) represents different target accuracies in terms of standard deviation of the global result. We reported the computation time required by the three iterative allocation strategies and the baseline approach to achieve the target accuracy.

For lower accuracy (larger \( \sigma \)), the gradient-based methods performs better with 1k sampling budget per iteration, while for higher accuracy 10k performs slightly better. In both cases the convergence rate gets slower while moving toward higher accuracy. This observation is consistent with the theory on gradient-descent optimization, since this optimization approach gets less efficient when the result approaches its optimum. Nonetheless, the two methods outperform baseline and local even for higher accuracies, since they are capable of exploiting more information about the problem. Indeed, though all the derivatives tend to converge to 0 when approaching the optimum, the small differences among them are still enough to improve on the uninformed uniform allocation performed by baseline, while local may waste time sampling from low impact sub-problems having high variance. For higher accuracy, when the differences among the derivatives get smaller, the expected impact of the different sub-problems tends to become similar. In this case, since there is no
significant better choice, it is more efficient to take more samples per iteration instead of consuming analysis time for updating the gradient and taking new decisions frequently. We plan to investigate in the future dynamic techniques to handle this situation.

According to our experiments, sensitivity overall provides the best strategy for iterative sampling allocation, combining the effectiveness of gradient-based impact analysis with a reduced overhead for decision making, eventually leading to more accurate quantification results in a shorter time.

6. RELATED WORK

Our work is related to probabilistic program analysis [13], probabilistic abstract interpretation [20], probabilistic model checking [15] and volume computations [8]. We discuss here some of the closely related work.

Probabilistic analysis based on symbolic execution has been described in e.g. [9, 11, 23]. Goldenhyus et al. [11] considered uniform distributions for the inputs, linear integer arithmetic constraints, and used Lattice Machiato [8] to count solutions of path conditions produced during symbolic execution. Sankaranarayanan et al. [23] and Filieri et al. [9] proposed similar techniques to compute probabilities of violating program assertions. Both techniques remove the restriction of uniform distributions, although in the latter case it is by discretizing the domain into small uniform regions. As with [11] both approaches only consider linear constraints

Sankaranarayanan et al. et al. developed algorithms for under and over-approximations of probabilities. They use Linear Programming (LP) solvers to compute over-approximations and heuristics-based “ray-shooting” algorithms to compute under-approximations, which is applicable for convex polyhedra. Filieri also used the Latte tool to compute probabilities. Furthermore the approach in [9] provides treatment of multi-threading and input data structures (to use the Korot tool [5] for counting the input structures). Follow-on work provides thorough treatment of nondeterminism [19] and describes alternative statistical exploration of symbolic paths [10].

Another simulation-based approach has been proposed in [22] for the analysis of probabilistic programs. In that work Monte Carlo estimation [27] is enhanced with a preliminary program analysis aiming at generating verification conditions for all the operations involving probabilistic variables and operators. A violation of any of these conditions implies the violation of the program assertions and, since these conditions may be processed before reaching the assertions, the simulations can terminate earlier reducing the overall analysis time. The work targets small probabilistic programs which describe complex probability distributions and the probabilistic analysis is not compositional itself. In turn our work provides compositional sampling techniques for the analysis of constraints generated from arbitrary programs, enhanced with iterative techniques that focus the sampling on the constraints deemed the most important.

The technique in [2] proposed a compositional quantification of the solution space based on Monte Carlo estimation (briefly recalled in Section 2). This approach can deal with arbitrarily complex numeric constraints over floating-point domains and scales better than previous approaches, however it is limited to discretized profiles and, as a simulation-based approach, may suffer from slow convergence rate. We extend that work in two directions: direct handling of non-uniform distributions and focused, iterative sampling.

Bouissou et al. et al. handle non-linear constraints with a combination of abstraction based on affine and p-box arithmetic. The approach relies on the use of noise variables to represent the uncertainty of non-linear computations. They use an abstraction based approach whereas we use a statistical approach. We can thus handle a wider set of non-linear constraints such as complex mathematical functions (sine, cosine, etc.). In future work we would like to do an empirical comparison between these two approaches on the examples that both can handle.

Our work is also related to weighted model counting and distribution aware sampling [6], which has many applications beyond probabilistic symbolic execution, e.g. in machine learning and constrained random verification. Chakraborty et al. [6] address the problem in the context of CNF Boolean formulas, while our work is concerned with arbitrarily complex mathematical constraints.

7. CONCLUSIONS

We presented an iterative distribution-aware sampling technique for probabilistic symbolic execution. Given a set of complex mathematical constraints representing the path conditions collected with symbolic execution over a program, we use a statistical technique to estimate the probability of satisfying them assuming the values of the constrained inputs follow given continuous probability distributions. To speed-up the convergence rate of the analysis, we proposed three strategies for iterative sampling allocation, which focus the sampling on the constraints that have the largest influence on the estimated results. Experimental evaluation of the three iterative allocation strategies show their respective effectiveness.

In the future we plan extend our tool with distribution-aware sampling from multivariate input distributions (that relate multiple input variables). In theory our proposed approach works for such cases, however efficient sampling from multivariate distributions is an open problem in statistics, often involving more sophisticated techniques such as Gibbs sampling [18, 27]. We also plan to explore the automatic tuning of the sampling budget to allocate for each iteration for reducing the decision overhead by taking into account the relative gain of each possible decision over the others.
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