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Abstract 

In this paper, we present HYSSOP, a system that generates natural language hypertext summaries of insights resulting from a knowledge discovery process. We discuss the synergy between the two technologies underlying HYSSOP:  Natural Language Generation (NLG)  and Knowledge Discovery in Databases (KDD). We first highlight the advantages of natural language hypertext as a summarization medium for KDD results, showing the gains that it provides over charts and tables in terms of conciseness, expressive versatility and ease of interpretation for decision makers. Second, we highlight how KDD technologies, and in particular OLAP and data mining, can implement key tasks of automated natural language data summary generation, in a more domain-independent and scalable way than the human written heuristic rule approach of previous systems.

1 Introduction

In this paper, we discuss the synergy between two AI-related, multidisciplinary research fields: Knowledge Discovery in Databases (KDD) and Natural Language Generation (NLG). We carry out this discussion through the presentation of HYSSOP (HYpertext Summary System for OlaP), a natural language hypertext generator that summarizes the insights resulting from a KDD process in a few, linked web pages. The development of HYSSOP is part of the MATRIKS (Multidimensional Analysis and Textual Reporting for Insight Knowledge Search) project, which aims at constructing an open, easily extendable Knowledge Discovery Support Environment (KDSE) that seamlessly integrates data warehousing, OLAP, data mining, automated deduction and natural language generation. 

To provide the appropriate background for the discussion of HYSSOP, we start by quickly reviewing the motivation and design principles underlying the ongoing development of MATRIKS. We then present the architecture of HYSSOP and proceed to detail how it performs natural language generation of hypertext summaries. We then point out the intriguing synergy of using both NLG for KDD and KDD for NLG. We first highlight the advantages of natural language hypertext as a summarization medium for KDD results, by showing the gains that it provides over charts and tables in terms of conciseness, expressive versatility and ease of interpretation for decision makers. We then highlight how KDD technologies, and in particular, data mining and OLAP, can implement key tasks of NLG for its most successful practical application to date: summarization of data in textual form. In particular, we show how data mining and OLAP can implement content determination and organization in a domain-independent, scalable way, in sharp contrast to the domain-dependent, non-scalable human-written heuristic rule approach used by all previous NLG systems. To our knowledge, the synergetic use of KDD and NLG in MATRIKS and HYSSOP is entirely new: we believe MATRIKS to be the first KDSE to feature automatic generation of natural language result reports; we also believe HYSSOP to be the first NLG system to rely on data mining and OLAP. To conclude the paper, we point out the current limitations of HYSSOP and we suggest future work to overcome them.

Research context

1.1 The MATRIKS knowledge discovery support environment

The goal of the MATRIKS project is to progressively integrate, in an open, extendable, process and user oriented environment, an unprecedented combination of KDD support services. The principles underlying the ongoing development of MATRIKS are the following:

· open, loosely coupled architecture based on service encapsulation in software components inter-operating multi-directionally through middleware;
· integration of data mining with OLAP, resulting in On-Line Analytical Mining (OLAM)[9];

· alternate reliance on automated induction and deduction to discover insights [20];

· pervasive reliance throughout the KDD process on explicit declarative knowledge representation, using an object-oriented extension of a tractable subset of first-order logic [3];

· reusable specification of KDD goals and strategies in a declarative query and manipulation language [9] encompassing all services and process steps;

· systematic reuse of available services by plugging them through API, reserving development from scratch for innovative services.

Those principles stem from our belief that knowledge discovery is inherently and emphatically:

· cognitive, which makes it inseparable from knowledge representation and management;

· exploratory, which makes versatility and extendibility of the support environment more crucial than its scalable efficiency for a limited, fixed set of support services;

· iterative, which makes seamless, user-perspective service integration paramount independently of underlying integration at the running process and physical data layers;
· interactive, which puts a premium on intuitive, legible, concise and uniform  representation of all knowledge entered by the user (e.g., prior domain knowledge, domain hypothesis bias, control meta-knowledge) or examined by the user (e.g., traces, intermediate and final mining results).
The principles above shift the emphasis of the MATRIKS project from the traditional research areas of KDD, machine learning, statistics and advanced databases, to other areas, namely software architecture, software integration, middleware, knowledge management and user interfaces. We hope that this unique emphasis will allow our research to make conceptual and technological contributions that complement that of other KDSE projects. 

1.2 NLG applications and subtasks 

Natural language generation has many applications including:

· natural language question-answering interfaces to databases, expert systems, online help systems, and intelligent tutoring systems;

· chatterbots [22];

· interlingua-based machine translation [21];

· summarization of text [15];

· summarization of non-textual data.

The last one is probably the one that has had the most practical impact. This is mainly due to the fact that this application involves only generation and no interpretation. Because input computer data tend to be far less syntactically and semantic diverse than human input text, it is easier to attain robustness in generation than in interpretation. Prototypes of Data to Text Summary Generators (DTSG) have been developed for many domains including stock market [13], weather forecasting [12], computer security [4], demographics [10], basketball [18], telecommunication equipment planning [16], business reengineering, [17] and web usage [14]. Generating a natural language text is a very complex, knowledge intensive task that can be conceptually decomposed into five subtasks: content determination, discourse-level content organization, sentence-level content organization, lexical content realization, and syntactic content realization.

Content determination involves selecting the content units to be linguistically and explicitly conveyed by the output text. In the example hypertext of Fig. 5 and Fig. 6 generated by HYSSOP to summarize OLAP cuboid outlier cell mining results, content determination consisted in selecting: 

· 13 exceptionality level assertions, one for each mined outlier cell

· exceptionality ranking relations between these cells;

· the 39 mean values for the three cuboid slices intersecting at each these 13 cells;

· the 13 contrast relations between the value of each cell and the mean values of the three slices intersecting at each it;

· the 13 causality relation between each such contrast relation and the exceptionality level of the corresponding cell.

Discourse-level content organization involves grouping together content units to be expressed in the same page, paragraph or sentence of the text to generate, and ordering the resulting groups and subgroups so as to create a coherent textual structure that follows a clear logical thematic progression. In the example output of Fig. 5 and Fig. 6, discourse organization involved:

· grouping the exceptionality level assertions and ranking in the front page;

· link it to 13 follow-up pages (one per outlier cell), each one grouping:

· the mean value assertion of the slices intersecting at the cell,

· the contrast between these mean values and the cell value, and

· the causality relations between this contrast and the exceptionality level of the cell. 

It also involved sub-grouping exceptionality assertions with the same exceptionality level in the same sentences and then ordering these sentences by decreasing exceptionality levels. 

Sentence-level content organization involves continuing this content unit sub-grouping and ordering process down to the level of clauses or phrases inside each sentence to generate. This process results in a discourse tree, whose leaves are the content units selected during content determination and whose low-level sub-trees are thematic trees that structurally foreshadow the syntactic trees of each output sentence. In the example output of Fig. 5 and Fig. 6, sentence organization involved, for each sentence, sub-grouping outlier measure values of the same product in the same noun phrase and ordering these values chronologically inside that noun phrase (see for example the first item of the second sentence in Fig. 5).

Lexical content realization (or lexicalization) involves choosing the semantic content bearing lexical items (main verbs, nouns, adjectives, multiword expressions, etc.) and syntactic categories to linguistically express each content unit (concept) in the discourse tree. In general, this is done by a top-down traversal of the discourse tree, accessing a lexicon at each leaf, and results in an ordered list of  lexicalized thematic trees. In the example output of Fig. 5, lexicalization involved choosing the noun decrease in the second item of the first sentence and the verb to fall for the first item of the second sentence, to express two instances of the same underlying negative measure variation concept. Note how this lexical choice, constrains the syntactic choice for the noun complement: prepositional phrase to modify beer by the noun decrease and clause to modify sales by the verb to fall.

Syntactic content realization consists in mapping each lexicalized thematic tree into a grammatically complete and correct syntactic tree, then linearizing the latter into an output sentence. For each sentence, it involves choosing its syntactic properties, choosing its syntactic functions word (auxiliary verbs, articles, pronouns, conjunctions, etc.), morphologically inflecting its content bearing words (conjugation, agreement, etc.), choosing how to order the words inside the sentence, all this so as to enforce the grammar rules of the natural language in use. In the example output of Fig. 5, for first item of the second sentence, syntactic realization involved, among other things, inflecting the verb to fall in its present participle form falling, adding the function words from, to, and, then, and a, deciding to put the modifiers Cola and Colorado before the head noun sales and to put the modifying clause “falling 40%  from July..” after that head.

2 The HYSSOP natural language hypertext summary generator

2.1 Example input and outputs

The current version of HYSSOP, focuses on summarizing a single type of mined knowledge: outlier aggregate values in N-dimensional analytical spaces represented as OLAP cuboids. An example input to HYSSOP is shown in Fig. 1. We call such an input table a content matrix. Each line of this matrix corresponds to one cuboid cell, whose value essentially shows a significant deviation from the compound mean value of all cuboid slices that intersect at this cell, at all possible roll-up aggregation levels. See [19] for the precise outlier definition that we used. The content matrix contains the coordinate of the cell along the cuboid analytical dimensions, the measure value of the cell, its degree of exceptionality (high, medium or low), and the mean aggregates for the cuboid slices that intersect at the cell. In the example of Fig. 1, the outlier miner singled out 13 cells in a three dimensional cuboid, with a conceptual hierarchy at least three level deep along the place dimension. 

The task of HYSSOP is to generate an hypertext that analyzes and summarizes such context matrix for a decision maker. Note that the context matrix is only half of the input to HYSSOP. It specifies what to say in the hypertext to generate, but it does not constrain how to say it. To that effect, we devised a declarative language to specify high-level discourse strategies telling HYSSOP how to summarize the information in the content matrix. The syntax of this Discourse Organization Specification Language (DOSL), inspired by aggregation operators in database query languages, is given in Fig. 2. Using DOSL, decision makers can specify how they wish the mined outliers to be grouped and ordered in the HYSSOP generated hypertext summary. They can thus tailor the output of this natural language interface according to their current data analysis perspective, much in the same way than through OLAP operators such as rank and pivot for tabular interfaces. 

The front page of the hypertext generated by HYSSOP to summarize the content matrix of Fig. 1 following discourse strategy A specified in Fig. 4 is given in Fig. 5. The follow-up page accessible through the second hyperlink of this front page (behind 40%) is shown in Fig. 6. In this example output, all the other follow-up pages follow the same simple structure. The front page of another hypertext generated by HYSSOP that also summarizes the content matrix of Fig. 1, but this time following discourse strategy B specified in Fig. 7 is given in Fig. 8. The main differences between the two strategies concern: (1) the dimensions and measures considered for grouping and ordering, (2) the priority between them, and (3) the use of aggregated values as an introductory device preceding lists of cells sharing the same value along a given dimension. For example, the sales variation sign dimension is used as a grouping and ordering criteria in version B, but not in version A. And while both versions rely on dimensions exception degree and product for both grouping and ordering content units, version A gives priority to exception degree, using product to create and order sub-groups inside exception degree based groups, whereas version B does the opposite, using exception degree as a sub-grouping and ordering criteria inside product-based groups. Version B also differs from A in that it introduces each cell value list, by the list’s size (i.e., its aggregated count value).

2.2 System architecture and implementation

As shown in Fig. 3, HYSSOP adopts the standard, pipeline generation architecture [5], with one component encapsulating each of the five generation subtasks. However, HYSSOP’s architecture differs in two ways from those of the previous DTSG cited in Section 2.2. First, it outsources content determination to a data mining component. Second, it includes a special, hypertext planning component that partitions the selected content units among the various web pages of the output hypertext, recursively calls the four remaining components of the standard pipeline to generate each of these web pages, and picks the content units to serve as anchor hyperlinks between these pages. Among the five generation subtasks, HYSSOP innovates the most in the way it performs content organization at three different levels of granularity: the entire hypertext document, each page in this hypertext, and finally each sentence in each page. HYSSOP uses different techniques for each granularity. We review these techniques in turn in the next subsections. As for the other tasks, HYSSOP assumes content determination performed by an external data mining component of the type described in [19], it performs lexicalization using a method largely based on [5], and it carries out syntactic realization using a method that integrates the best aspects of [1] and [7]. For details on how HYSSOP performs these other tasks see [8]. 

2.2.1 Hypertext document organization

In general, content organization at the hypertext document level involves two main subtasks: (1) distributing the input content units among various pages and (2) choosing the anchor bearing the hyperlinks between those pages. In the context of HYSSOP, the first task consist in assigning the cells of the content matrix to hypertext pages. The current implementation of HYSSOP uses a simple, fixed strategy for such assignment. It first assigns to the front page the whole dimensions, measures and mining result columns of the content matrix. This front paged content is delimited by a bold frame in the example content matrix of Fig. 1. It then assigns each line in the content matrix to a different follow-up page. A simple, fixed strategy is also used for the second task: the measure value serves as the anchor for the hyperlink from the front page to the follow-up page explaining why that value is an outlier. A coherent hypertext requires some content units to be redundantly conveyed at both end of each hyperlink. This is why content units about a given outlier assigned to the front page are repeated in the follow-up page dedicated to that outlier. The two instances of the repetition have different communicative goals. The goal of the front-page instance is to introduce to the reader the basic information about the outlier. The goal of the follow-up page instance is to allow the reader to identify a second reference to the same outlier to unambiguously introduce complementary information about it (namely the roll-up means cells of its content matrix row). For an example of HYSSOP hyperlink illustrating the above strategies check cell 8c of the content matrix in Fig. 1, the second item of the first sentence in Fig. 5 and the follow-up page in Fig. 6 accessible through the 40% anchor.

2.2.2 Web page organization

HYSSOP carries out web page level content organization as a process of shuffling rows and columns inside the input content matrix, until satisfying the grouping and ordering goals of the input discourse strategy. In version A, content organization starts with moving the exception degree column to the second leftmost position, followed by sorting the rows in decreasing order of the values in this column. This satisfies the first line of strategy A. Since at this point the product column is already the in next leftmost position, the second line of strategy A is satisfied by sorting, in product alphabetical order, the rows of each row group sharing the same exception degree column value. The final organization step consists in ordering, by decreasing values of the sales variation value column, the rows of each row sub-group sharing the same values for both the exception degree and the product columns. The resulting final content matrix is given in Fig.9. The corresponding final matrix for strategy B is given in Fig.10.

2.2.3 Sentence organization and content aggregation

To organize content units inside the sentences of each page, HYSSOP shuffles sub-matrices of the content matrix and collapses adjacent cells with common value in order to maximize content factorization and minimize content repetition in the corresponding complex sentences. While doing so, it only considers sub-matrix shifts that refine the web page organization. Those shifts that would increase factorization but alter the overall page organization are excluded since they could result in an text that does not entirely comply to the user input discourse strategy. The sentence organization process is recursive, starting with the whole content matrix and recurring on sub-matrices. At each recursion: (1) the (sub-)column with the most repeated values is shifted to the leftmost position available among the yet unprocessed (sub-)columns, (2) the row groups of the sub-matrix are sorted according to the values in that shifted (sub-)column and (3) adjacent cells sharing the same in that (sub-)column are merged. A factorized version of the content matrix of Fig. 9 resulting from this shuffle and merge process is given in Fig. 11. In that example, the only way to factorize content further than prescribed in the discourse strategy of Fig. 4 is to shuffle the place and time sub-columns of row group 6c, 9c and 10c. Note that while the whole column, whole row based operations underlying web page organization can be implemented using relational or multidimensional languages and data structures, the finer, cell based operation underlying sentence organization can only be implemented using semi-structured languages and data structures [1]. Observe also how the left to right embedding of the cells in the factorized matrix of Fig. 11 exactly foreshadows the left to right embedding of the phrases in the resulting natural language output of Fig. 5.
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Fig. 1: Example input of HYSSOP (set of outlier aggregate values mined from a retail OLAP cuboid).
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Fig. 2: DOSL grammar
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Fig. 3: the architecture of HYSSOP

group-by measure exception, sort-by measure exception decreasing
  then group-by dim product, sort-by dim product increasing
    then sort-by measure salesVariationValue decreasing

Fig. 4: Discourse strategy A specified in DOSL

Last year, the most atypical sales variations from one month to the next occurred for:

· Birch Beer with a 42% national increase from September to October; 

· Diet Soda with a 40% decrease in the Eastern region from July to August. 

At the next level of idiosyncrasy came: 

· Cola´s Colorado sales, falling 40% from July to August and then a further 32% from September to October; 

· again Diet Soda Eastern sales, falling 33% from September to October. 

Less aberrant but still notably atypical were: 

· again nationwide Birch Beer sales' -12% from June to July and -10% from November to December; 

· Cola's 11% fall from July to August in the Central region and 30% dive in Wisconsin from August to September; 

· Diet Soda sales´ 19% increase in the Southern region from July to August, followed by its two opposite regional variations from August to September, +10% in the East but -17% in the West; 

· national Jolt Cola sales' +6% from August to September. 

To know what makes one of these variations unusual in the context of this year's sales, click on it. 
Fig. 5: Top-level page of hypertext output A generated by HYSSOP from the content matrix of Fig. 1 using discourse strategy A, specified in Fig. 4.

The 40% decrease in Diet Soda sales in the Eastern region from July to August was very atypical mostly due to the combination of the three following facts:

· across the rest of the regions, the July to August average variation for that product was 9% increase; 

· over the rest of the year, the average monthly decrease in Eastern sales for that product was only 7%.” 

· across the rest of the product line, the Eastern sales variations from July to August was a 2% raise.
Fig. 6: Follow-up page behind the first 40% hyperlink of the output front page of Fig. 5.

with count on all groups 

group-by dim product, sort-by product increasing
     then group-by measure exception, sort-by measure exception decreasing
       then group-by dim salesVariationSign, sort-by measure salesVariationSign decreasing 

        then sort-by measure salesVariationValue decreasing
Fig. 7: Discourse strategy B specified in DOSL

Last year, there were 13 exceptions in the beverage product line. 

The most striking was Birch Beer's 42% national increase from Sep to Oct. 

The remaining exceptions, clustered around four products, were: 

· Again Birch Beer sales accounting for two other mild exceptions, both national slumps: -12%  from Jun to Jul and -10% from Nov to Dec;

· Cola sales accounting for four exceptions, all slumps: two medium ones in Colorado, -40% from Jul to Aug and -32% from Aug to Sep; and two mild ones, -11% in Wisconsin from Jul to Aug and -30% in the Central region from Aug to Sep;

· Diet Soda accounting for five exceptions: 

· one strong, -40% in the East from July to Aug, 

· one medium, -33% in the East from Sep to Oct; 

· and three mild: two rises, +19% in the South from Jul to Aug and +10 % in the East from Aug to Sep; and one fall, -17% in the West from Aug to Sep;

Finally, Jolt Cola's sales accounting for one mild exception, a national 6% fall from Aug to Sep. 

Fig. 8: Top-level page of hypertext output B generated by HYSSOP from the content matrix of Fig. 1 using discourse strategy B, specified in Fig. 7.
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Fig. 9: Restructured context matrix after applying discourse strategy A of Fig. 4 to input matrix of Fig. 1
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Fig. 10: Restructured context matrix after applying discourse strategy B of Fig. 7 to input matrix of Fig. 1
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Fig. 11: Factorization matrix resulting from applying sentence level organization to content matrix of Fig. 9
3 Discussion

3.1 The Synergy between KDD and NLG for data summarization

Most contributions of the research presented in this paper are rooted in its bi-directional use of both NLG for KDD and KDD for NLG:

· NLG for KDD: HYSSOP allows MATRIKS to rely on NLG at the user interface layer to summarize data mining discoveries in a multidimensional data warehouse in a more intuitive and concise ways than traditional approaches relying solely on charts and tables;

· KDD for NLG: MATRIKS allows HYSSOP to rely on data mining and OLAP data models to perform content determination and organization in a more scalable and portable way than traditional approaches based on heuristic deduction and AI planning.

We believe that the intriguing synergy between these two technologies, KDD and NLG, illustrated by HYSSOP and MATRIKS goes far beyond the limited context of the current, preliminary implementations of these two systems, and that it generalizes to any type of data mining and underlying database model. In our view, NLG has unique features to best fulfill the challenging result summarization and publishing needs of KDD, while reciprocally, KDD has unique features to best fulfill the equally challenging content determination and organization needs of NLG applications that start from raw data as input. We elaborate this view in the next two subsections. 

3.1.1 How does NLG improve KDD?

Natural language has several advantages over tables, charts and graphics to summarize insights discovered through OLAP and data mining. First, textual briefs remain the more familiar report format on which executives base their decisions and they are more intuitive to mathematically naive end-users. Second, natural language can concisely and clearly convey analysis along arbitrary many dimensions. For example the fact expressed by the natural language clause: "Cola promotional sales’ 20% increase from July to August constituted a strong exception"  involves 7 dimensions: product, marketing strategy, sales variation value, sales variation direction, time, space and exception degree. In contrast, table and 3D color graphics lose intuitiveness, clarity and conciseness beyond the fourth dimension. Third, natural language can convey a single striking fact in isolation from the context making it striking. Consider for example, “Cola sales peaked at 40% in July". Using a chart, the values of cola sales for all the other months also need to be plotted in the report just to create the visual contrast that graphically conveys the notion of maximum value, even if these other monthly values are not interesting in their own right. Finally, natural language can freely mix quantitative content with qualitative, causal and subjective content that cannot be intuitively conveyed by graphics or tables.

3.1.2 How does KDD improve NLG from data?

Relying on the generic operations of data mining and databases to perform content determination and organization in NLG brings domain-independence for these two tasks that had always been carried out in a highly domain-specific way. Previous DTSG generally performed content determination by relying on a fixed set of domain-dependent heuristic rules. Aside from preventing code reuse across application domains, this approach suffers from two other severe limitations that prevent the generator to report the most interesting content from an underlying database: 

· it does not scale up for analytical contexts with high dimensionality, multiple granularity and which take into account the historical evolution of data through time; such complex context would require a combinatorially explosive number of summary content determination heuristic rules;

· it can only select facts whose class have been thought ahead by the rule base author, while in most cases, it is the very unexpectedness of a fact that makes it interesting to report.

OLAP and data mining are the two technologies that emerged to tackle precisely these two issues: for OLAP, efficient, variable granularity search in a historical data space with high dimensionality, and for data mining, automatic discovery, in such spaces, of hitherto unsuspected regularities or singularities.

3.2 Related work

There are two types of related work relevant to the research presented in this paper. The first are user interfaces for KDD. This is a vast area that we have no space to cover here. The contributions of HYSSOP as a KDD interface lies in its novel use of natural language hypertext as medium. We already discussed the advantages of natural language over charts, tables and graphics in Section 4.1.1.

The second type of relevant related work are the DTSG cited at the beginning of Section 2.2. A first key contribution of HYSSOP compared to these systems is that it generates multi-page hypertext instead of linear text. Hypertext output presents various advantages for DTSG. The first is that it allows avoiding the summarization dilemma: having to cut the same input content in a unique output summary, even though such output is geared towards readers whose particular interests are unknown, yet potentially diverse. An hypertext summary needs not cutting anything. It can simply convey the most generically crucial content in its front page, while leaving the more special interest details in the follow-up pages. If the anchor links are numerous and well planned, readers with different interests will follow different navigation patterns inside the unique hypertext summary, each one ending up accessing the same material than if reading a distinct, customized summary. The second advantage is to avoid the text vs. figure dilemma: tables, charts and graphics can be anchored inside the hierarchical hypertext structure. This hierarchical structure makes hypertext output especially adequate for OLAM-based DTSG: it allows organizing the natural language summary report by following the drill-down hierarchies built in the analytical dimensions of an OLAP cuboid. 

The second key contribution of HYSSOP compared to previous DTSG is to rely on OLAM to perform content determination and organization, an approach that is scalable, domain-independent, and fully data driven. It is not based on any pre-defined threshold on content unit semantic class, but only on comparing of content unit attribute values in the multidimensional analytical context of an OLAP cuboid. In contrast, previous DTSG compute aggregated values (e.g., sum, count, avg, percent, min, max) of content units inside fixed semantic classes, specific to the underlying application domain. This makes these content determination approaches both goal driven and domain-dependent. Moreover, previous DTSG compute aggregate values using either ad-hoc procedures or general tools that were not designed to scale up to large data sets with complex internal structures.

3.3 Limitation of the current implementation and future work

There are four main limitations to the current implementation of HYSSOP. First, it can generate reports only about a single type of mined knowledge: outliers. Other types of mined knowledge such as decision trees, classification and association rules, clusters, temporal trends and series need to be added before HYSSOP can be used as a versatile user interface in a comprehensive KDSE. Further research is needed to determine how easily the sub-table shuffling techniques used for content organization of outliers can be extended to organize such varied content units and their potentially high order composition.

The second limitation is the rigid hypertext organization strategy followed by the current prototype. The DOSL used to flexibly organize and customize the textual summary at the web page and sentence levels, need to be extended to the hypertext document level. The third limitation is that the hypertext generated by HYSSOP have not yet been empirically evaluated by data analyst and decision makers. We intend to perform evaluation experiments in that direction in the future. 

The fourth limitation is that although reliance on OLAM for content determination and organization has turned those tasks domain-independent, this is not yet the case for the lexicalization subtask. For each new discourse domain, most of the lexicon need to be newly hand-coded. Recent layered lexicon architecture with API to large scale, application independent linguistic resources [Jing et al.] could be incorporated to further limit the total amount of knowledge to hand code anew when porting  HYSSOP to a new discourse domain.

4 Conclusion

In this paper we presented HYSSOP, a natural language hypertext generator that summarizes outlier mining discoveries in OLAP cuboids. It improves the content determination and organization approaches of previous DTSG by providing: (1) application domain independence, (2) efficient, variable granularity insight search in high dimensionality data spaces, (3) automatic discovery of surprising, counter-intuitive data, and (4) tailoring of output text organization towards different, declaratively specified, analytical perspectives on the input data. It improves the chart and table based result summarization and publishing facilities of existing KDSE by providing: (1) concise and clear expression of analysis along arbitrary many dimensions, (2) ability to pinpoint only the striking mined facts and (3) expressive versatility to convey the causes of those facts as well as subjective judgments over them. It shows the synergy of using NLG for KDD and KDD for NLG from data.
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