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## Resumo

O uso de linguagens orientadas a objetos em diversos ramos de aplicações é comum nos dias atuais. O interesse em tais linguagens e nos diferentes domínios nos quais elas vêm sendo empregadas têm alavancado a pesquisa e o uso de métodos formais para descrever precisamente o comportamento de programas neste paradigma. Trabalhos relacionados a outros paradigmas, como o imperativo e o funcional, têm sido progressivamente revisados, ou estendidos, para tratar características presentes nas linguagens orientadas a objetos, como, por exemplo, o encapulamento, a ligação dinâmica, o polimorfismo, e, em alguns casos, herança comportamental. De um modo geral, já existe um razoável conjunto de formalismos usados para descrever as linguages, orientadas a objetos ou não, mas suas diferentes sintaxes, ou principalmente seus diferentes frameworks semânticos, dificultam uma combinação ou comparação direta entre as linguages descritas.

A Unifying Theories of Programming (UTP) é um framework semântico proposto por Hoare e He para permitir que diferentes paradigmas sejam descritos usando uma mesma base, no caso, predicados alfabetizados. Cada conceito do paradigma que está sendo estudado é descrito como um predicado lógico, e ao conjunto de construtores e predicados relacionados a um paradigma é dado o nome de teoria. A definição de diferentes teorias usando um formalismo comum, que já foi mostrado como sendo poderoso o suficiente para modelar desde uma linguagem seqüencial simples até interações entre processos concorrentes que se comunicam, permite que elas sejam diretamente combinadas ou comparadas.

Neste trabalho é criada uma teoria para orientação a objetos com sua semântica definida usando-se os predicados alfabetizados da UTP. Usando esta teoria, que é uma combinação das teorias de designs e procedimentos de alta ordem apresentados por Hoare e He, descrevemos conceitos como herança e ligação dinâmica. Posteriormente, combinamos esta teoria com uma que trata de ponteiros para, finalmente, propormos e provarmos leis para programas orientados a objetos. É importante ressaltar entretanto que, como estamos trabalhando com semântica e não com uma linguagem específica, as leis se aplicam para quaisquer linguagens orientadas a objetos que possam ser descritas usando a semântica proposta.

Palavras-chave: Orientação a objetos; UTP; Semântica Relacional; Leis Algébricas; Integração
de Linguages.

## Abstract

Currently, the use of object-oriented languages in a wide range of applications is very common. The interest in such languages, and the different domains in which they have been applied, have encouraged the research and the adoption of formalisms to describe precisely the behaviour of programs in this paradigm. Results related to other paradigms, such as imperative and functional, have been progressively revised, or extended, to cope with object-oriented features like encapsulation, dynamic binding, polymorphism, and, in some cases, behavioural inheritance. There is a relatively large set of such formalisms used to describe different languages, object-oriented or not, but their different syntaxes, and semantic frameworks difficult their straight combination or comparison.

The Unifying Theories of Programming (UTP) is a semantic framework proposed by Hoare and He to allow different paradigms to be described under the same basis of alphabetised predicates. Each paradigm concept under consideration is described by logical predicates, and the set of constructs and predicates related to a given paradigm is named a theory. Defining different theories using a common formalism, already known to be powerful enough to model from a simple sequential language to interactive and concurrent communicating processes, it is possible to combine and compare them.

This work defines a theory of object-orientation with its semantics defined in terms of the UTP alphabetised predicates. The description of concepts, such as inheritance and dynamic binding, is provided; using this theory, which is a combination of the theory of designs and higher-order procedures presented by Hoare and He. Finally, we combine this theory with another that address pointers and then we propose and prove laws for object-oriented programs. Since we are working with semantics, not with the syntaxes, these laws apply to any object-oriented language that share the concepts present in our theory.

Keywords: Object-orientation; UTP; Relational Semantics; Algebraic Laws; Integration of Languages.
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## Chapter 1

## Introduction

In this chapter we present an introduction to our research motivation and topics, and describe the overall structure and objectives of this thesis. In Section 1.1 we provide an overview of the context. Next, in Section 1.2 we highlight our objectives, and in Section 1.3 we describe the thesis general structure.

### 1.1 Overview

Since object-oriented languages have been widely used in different domains and applications, there has been a lot of interest in understanding and describing the meaning of object-oriented programs. Approaches like operational [Plo81], denotational [Sch86], and algebraic semantics [HHJ+ 87] have been used to describe different kinds of languages, and how their concepts are related.

The wide-spread use of the Unifying Modeling Language [BJR98, OMG97] is one of the factors that contributed to the increasing number of descriptions of systems using concepts common to the object-oriented paradigm, and further development of these systems using an object-oriented language like C++ [Str85] or Java [GJSB00]. In this context, more specifically in language design, imperfections like the ones found in Eiffel's [Mey92, Coo89] type system has revealed a strong need to introduce some sort of formalism in such languages, or to analyse them, to avoid inconsistencies with static or runtime types, or to allow their reliable use in critical application domains.

Not only for object-oriented languages, but in the general case, the industry has become aware that the use of formalism at some stages of the software development process can avoid program errors or, at least, improve software reliability. The inclusion of formal method techniques into software development processes has been an active research topic [Jon90, Abr96, BRL03, BCD ${ }^{+} 06$ ]. It is important to remark, however, that there are other tools, usually less formal, that can minimize errors in the final software product like, for example, peer reviews and testing strategies already included in software development processes such as Extreme Programming (XP) [DW06].

Basically, there are two well-known approaches to introduce formalism in a software development process. In a constructive approach, the system construction starts from an abstract formal specification and by the application of refinement steps, based on a refinement calculus, a correct system is developed, with concrete and implementable abstractions [Mor94, BvW98], such as in the B method [Abr96] and in VDM [Jon90]. Each refinement step aims to reduce abstraction to allow machine implementation.

In a verification approach [GH93], where some properties about a given system are specified independently of its implementation, and after, or even during the implementation phase, these properties are formally verified in order to validate such an implementation. In some cases, these specifications are just a starting point to the software development. They are expected to allow developers to have a better understanding of what they are going to implement and, perhaps, to foresee the general behaviour of the system. Actually, the introduction of specification during software implementation has become a reality with the use of specification languages that are closer to the implementation languages; for example, for Java we have the Java Modeling Language (JML) [LBR99, BCC $\left.{ }^{+} 03\right]$, which allows developers to introduce specification into Java programs. Another example of integration between host and specification languages is the Boogie methodology $\left[\mathrm{BCD}^{+} 06\right]$, where programs in $\mathrm{C} \#[\mathrm{Mic} 07 \mathrm{a}]$ are extended with specifications, resulting in a language named Spec\# [BLS05].

As usual, the approach to be followed depends on: cost, time budgets, application domain, and, moreover, on the set of available tools. In the following, we cite some examples of efforts to introduce formalism in practical software development processes:

- there are many attempts to formalise visual notations like UML [FEL97, Eva98, BF98, RG98, EFLR99, LB98, LBE00, FOW01, PMP01], or at least to enrich it with precise descriptions by means of annotations [KW98, RG02] - allowing code generation in better conformance with the graphical representation. Another example is the definition of a visual language with a formal background like Alloy [Dan02, Jac06] and its use for reasoning about object-oriented programs;
- for Java, a lot of work has been done to prove its type-safety [DE98, vON99, Sym99, PHM99], or to describe formally the Java Virtual Machine behaviour [Qia99, vO00, Hui01] - to avoid static and dynamic problems with its type system or to predict system behaviour;
- as already mentioned, there are approaches concerned with the introduction of specifications into source code [LBR99, $\left.\mathrm{BCC}^{+} 03, \mathrm{BCD}^{+} 06\right]$, during the implementation phase.
The actual fact is that the formalism can be introduced using different frameworks and tools to support different needs, at different points of the software development process, but the general idea is that with formalism one can reason about programs. This challenge is pertinent for different programming paradigms and languages.

The context of this thesis is the semantics of object-oriented languages, where we define a theory in the Unifying Theories of Programming (UTP) [HH98] that allows different languages to be mapped into it, and thus, properties (i.e. laws) can be proved. The introduced semantics can be used in both approaches, constructive or verification. At some stage, these approaches need a semantic framework (in our case we adopt the UTP) and a theory for object-orientation (our theory can model object-oriented features) to allow reasoning about object-oriented programs. Moreover, the theory integration is essential to the UTP and thus we can combine the developed theory with others. In Chapter 4 we present the theory for object-orientation which is already a combination of designs and higher-order procedures, and later, in Chapter 5 , we provide an integration of this theory with a theory of pointers [CHW06] (extended in [HCW07]).

### 1.1.1 Related Work

The formalisation of object-oriented systems has been under great evolution, but there are many problems and features still to be handled [LLM06b, LLM06a]. In the sequel we introduce some works on formalisation that are described in more detail in Chapter 2.

In [AL97] Abadi and Leino introduce a logic similar to Hoare logic [Hoa69] for reasoning about object-oriented programs and prove its soundness. Their approach, however, lacks some of the concepts common in object-oriented languages such as dynamic binding. In [AL03] the authors revised [AL97] to include proofs and more recent related works. In [Lei98] Leino extends the work presented in [AL97] to cope with recursive types and dynamic binding. He also provides a systematic fine-grained separation of object-oriented constructs, which we adopt here.

The work presented in [MPH97], where Müller and Poetzsch-Heffter provide a description of an object-oriented language named KOOL (kernel of object-oriented languages), introduces some general techniques for object-oriented program verification that are further detailed in [PHM98]. The set of features handled, however, is closer to real programming languages than those presented in [AL97]; it includes dynamic binding and inheritance. Nevertheless, unlike [AL97], soundness is not addressed. In [PHM99] a high-order logic is used to prove the soundness of a structural operational semantic defined for the language presented in [PHM98], extended with encapsulation.

In [Ral00, BMvW00], an extension of [MS97], Back et al. concentrate on the notion of refinement to allow object substitutions; basically a refinement calculus [BvW98] is extended to handle object-oriented features. The subtyping relation is defined and used to show that, if a subclass is a refinement of its superclass, a subtype instance can correctly replace an instance of the original superclass, the subtype polymorphism. Behavioural aspects of subtyping presented in [Ame90, LW94, Mey97] are also considered.

Cavalcanti and Naumann [CN00] presents a language called Refinement Object-Oriented Language (ROOL) which is a subset of sequential Java combined with some refinement constructs such
as Morgan's specification statements [Mor94]. In their work, a semantics for ROOL is provided in terms of weakest preconditions, and a set of laws [BSC03] and refactorings [Cor04] have been proposed and proved using this semantics.

Another important active research topic is refactoring, whether for object-oriented code or not, aiming to restructuring code to improve quality aspects like, for example, reusability and easy maintenance. In the context of object-oriented languages, Fowler $\left[\mathrm{FBB}^{+} 99\right]$ described a set of refactorings that has become wide-spread among programmers. These descriptions, however, lack a formal guarantee of correctness, as proposed by [Opd92, Utt92, Rob99, TB01] and more recently by [Cor04, BM06]. Refactoring of code is largely available in integrated development environments, but correctness is normally based on test cases executed before and after program refactoring.

The mechanization of formalisations has also been performed. The works of Oheim [vO00] and Huisman [Hui01] are examples of formalisations of object-oriented features using higher-order logic and the theorem provers Isabelle [Pau94, NPW02] and PVS [ORS92]. While [vO00] concentrates on proving Java type-safety, [Hui01] describes and uses a tool LOOP [vdBJ01] for translating Java programs, with or without code annotations, in Isabelle or PVS theories to allow proving properties about these programs.

As already mentioned, the Java Modeling Language (JML) allows introducing specification annotations into Java code. These special annotations describe class, attribute and method invariants which are captured by tools such as LOOP and ESC/JAVA [FLL+ 02 , BRL03] to statically verify programs. These tools, however, are useful when programmers are used to add specifications during the implementation process; for those systems without these annotations, other tools can be used to automatically fill this gap of information in the checked code, but human support is still required. In [NE02] Nimmer and Ernst highlight the importance of these kinds of tools [EPG ${ }^{+} 06$, FL01]. Another practical approach has been the use of Microsoft Visual Studio[Mic07b] to check, during development time, programs written in Spec\#, already mentioned.

### 1.1.2 Unifying Theories of Programming

Sometimes, definitions of object-oriented features using formalisms, descriptions of laws and even mechanization are not enough, and we are requested to compare, or combine, the object-oriented paradigm with others; like, for example, combining object-oriented features with communicating processes, or introducing time in the object-oriented paradigm. This problem can be more systematically overcome if formal descriptions of different paradigms use the same formalism, and, moreover, if it defines a mechanism to integrate these descriptions. These are important capabilities of the UTP framework.

The UTP supports the description of constructs from different paradigms using the same
formalism; each paradigm is characterised by a theory: a set of predicates that describe properties of a particular set of observational variables, and that satisfy particular healthiness conditions, which are filters selecting only valid predicates of a given theory. Combinations of these theories can be used to describe richer paradigms.

In the long term, work in the UTP aims at the creation of a repository of theories that can be compared and combined, in much the same way as software components are used today. In the case of the UTP, however, we are concerned with language semantics, not code. Each new work in this formalism helps to increase this repository of theories, which starts with sequential programming languages, terminating programs (designs), higher-order programming and sequential processes already defined. In this thesis we add a theory of object-orientation (without sharing) to this set and combine it with a theory of pointers presented in [CHW06] and extended in [HCW07].

In [HLL05], we find a description in the UTP of an object-oriented language that handles dynamic binding, pointers and visibility mechanisms, among other object-oriented features; the authors also present a set of rules related to refinement. Another example of an object-oriented language described in the UTP is presented in [QDC03], where the semantics of TCOZ [MD98, MD00], a language that combines processes, classes and time, is defined. The process aspects, however, are the focus of attention.

In [Kas05] Kassios provides a theory of object-orientation in terms of a predicative programming framework [Heh04] similar to the UTP. His objective is to provide general object-oriented concepts independently of the class construct, which most approaches currently consider as a single unit [AL97, MS97, PHM99, CN00, Ral00, PdB03]. He shows, for example, that inheritance and refinement are independent of the class concept, and if some restrictions are imposed to these general concepts then object-orientation is characterised as a particular case.

### 1.2 Objectives

The long-term goal of the project in which this thesis is embedded is to define a combined UTP theory for reactive, object-oriented designs, and use it to give a semantics to OhCircus [CSW05]. This is an object-oriented extension of Circus [WC02], a combination of Z [WD96] and CSP [Hoa85, Ros98] whose semantics is based on the UTP. Circus is a language designed to allow modeling of concurrent and reactive systems using constructs of Z and CSP together; it also includes a refinement calculus similar to that presented in [Mor94]. A definitive semantics of Circus in the UTP is provided in [Oli05]. Our work is an important step to allow the use of a Circus-like language to reason about object-oriented programs with reactive behavior.

In this work we:

- introduce a theory of object-orientation in the $\boldsymbol{U T P}$ that enable us to reason about
relevant concepts of object-oriented programs with an stepwise approach to simplify further integrations;
- combine the theory of object-orientation with a theory of pointers to allow reasoning about more realistic object-oriented programming languages and exemplify the theories integration process;
- describe laws of programming proving their soundness to allow behaviour preserving program transformations with, or without, a pointer semantics using an algebraic reasoning as a complement to the inductive approach.
It is important to emphasize that in the UTP the logical background and the concept of refinement are intrinsic to the formalism. As we introduce the constructs of object-oriented programs as a UTP theory we already have a logical framework that enable us to verify if a given program refines a specification. Moreover, in contrast to [AL97, PHM98] the UTP do not distinguish between programs and specifications; they are interchangeable and can be mixed together. Another fact to take into account is that some of the UTP theories have been mechanized [OCW06, Oli05] using the ProofPower [Ltd89] theorem prover, and an extension to cope with high-order procedures and object-oriented features would be desired, but it is not a primary focus at this stage of our research which is concerned with the integration of a theory for object-orientation and a theory of pointers, presented in Chapter 5.


### 1.2.1 A Brief Example

```
class Account {
    int number;
    float balance;
    //... other attributes
    int getBalance() {
        return this.balance;
    }
    void setBalance(int balance) {
        this.balance = balance;
    }
    //... other set/get methods
    void credit(float value) {
        this.balance = this.balance + value;
    }
    void debit(float value) {
        this.balance = this.balance - value;
    }
    //... other services
```

\}

```
class BAccount extends Account {
    int bonus;
    //..
    void credit(float value) {
        this.bonus = this.bonus + 1;
        super.credit(value);
    }
    void bonify() {
        super.credit(bonus)
        this.bonus = 0;
    }
    // ..
}
```

class Main \{
public static void main(String[] args \} \{
Account $x=$ new BAccount ();
x.credit (100) ;
System.out.println(x.getBalance ()) ;
if ( $x$ instanceof BAccount ) \{
((BAccount)x).bonify ();
\}
System.out. println(x.getBalance ()) ;
\}
\}

Figure 1.1: Java like implementation of classes Account and BAccount and a testing program.

We concentrate on the definition of a theory for object-orientation capable of handling: subtyping, inheritance, dynamic binding, and self-recursive methods. In this subsection we provide an introductory overview of our notation and the features we are dealing with using a short example. Figure 1.1 shows a Java like code for a subset of a simple banking system, where we have a class Account and its subclass BAccount, which are used by the program Main.

The code in class Main reveals the importance of a minimum set of features. The class BAccount must inherit attributes and methods from Account, to allow correct object construction and the selection of the appropriate credit implementation (which uses a type casting guarded by a type test) is based on runtime.

In our theory we break down class constructs in separated blocks to independently introduce class names, attributes and methods into an object environment, responsible for recording these information. Each of the approaches discussed in Section 1.1.1 has some kind of environment to record types and other relevant information. We show in Chapter 3 that in the UTP these variables are called observational variables, and in Chapter 4 we define the structure of these variables in our theory. To update these observational variables of our theory we defined constructors for class introduction (class), attribute introduction (att) and method introduction or redefinition (meth). Using our notation, an equivalent representation for the code in Figure 1.1 is presented in Figure 1.2.

We introduce object information using the UTP sequential composition operator ( $(‘ ;$ '). Notice that attribute and method declarations must include the name of the class they belong to; with this we can have an interleaving of declarations; for example all class declarations could come before attribute or method. This flexibility simplifies our UTP definitions but pose some restrictions on the declaration order (see Section 4.4).

For the sake of simplicity, and because of their similar treatments, we use only booleans ( $\mathbb{B}$ ) and integers $(\mathbb{Z})$ to represent the primitive types; the identifier this, which stands for the current target object is replaced by self (mandatory for attribute accesses and updates), and parameters are passed using three different mechanisms ${ }^{1}$ : value, result, or value-result. Constructors are parameterless and associated to the expression new. All occurrences of super are replaced by its macro expansion, and, moreover, since we are dealing with semantics, other simplifications with no loss of expressiveness are considered, as avoiding name clashes for attributes, parameters and methods (except for redefinitions), or trivial transformations like ' $((A) x) . m()$ ' to 'var $y: A ; y:=x ; y \cdot m() ; x:=y^{\prime}$, which eliminates the cast ' $(A) x$ ' by using a fresh local variable $y$ of type $A$. In the latter case, the command $x:=y$ is required only in the absence of pointers.

[^0]class Account;
att Account number : $\mathbb{Z}$, balance : $\mathbb{Z}$;
//... other attributes;
meth Account getBalance
$$
=(\operatorname{res} b 1: \mathbb{Z} \bullet b 1:=\text { self.balance })
$$
meth Account setBalance
$$
=(\text { val } b 2: \mathbb{Z} \bullet \text { self.balance }:=b 2)
$$
var Account: $x$;
// ... other set/gets methods;
meth Account credit
$$
=(\text { val value } 1: \mathbb{Z} \bullet \text { self.balance }:=\text { self.balance }+ \text { value } 1)
$$
x.credit(100);
meth Account debit
x.getBalance(b);
$$
=(\text { val value } 2: \mathbb{Z} \bullet \text { self.balance }:=\text { self.balance }- \text { value } 2)
$$

$\left(\begin{array}{l}\text { var BAccount }: z ; \\ z:=(\text { BAccount }) x ; \\ z . \operatorname{bonify}() ; \\ / / \text { copy semantics } \\ / / \text { requires } x:=z ;\end{array}\right) \triangleleft x$ is BAccount $\triangleright I I$
x.getBalance $(b) ;$
//print $(b) ;$

$$
=\left(\begin{array}{ll}
\text { val value } 1: \mathbb{Z} \bullet \begin{array}{l}
\text { self.bonus }:=\text { self.bonus }+1 \\
\text { self.balance }:=\text { self.balance }+ \text { value } 1
\end{array}
\end{array}\right)
$$

meth BAccount bonify

$$
=\binom{\text { self.balance }:=\text { self.balance }+ \text { self.bonus; }}{\text { self.bonus }:=0}
$$

// ... other services;

Figure 1.2: UTP representation for classes Account and BAccount and the testing program.

### 1.3 Outline

Apart from the introductory chapter, this thesis is organized as follows:

- Chapter 2 describes previous and related works in more detail than in Section 1.1.1, with a deeper analysis of their characteristics;
- Chapter 3 presents an introduction to the UTP semantic framework, including an overview of terminating programs, higher-order programming theories, and theories integration that are the basis for our work;
- Chapter 4 shows the modeling of object-oriented concepts as a theory in the UTP, its variables and behaviours associated to constructs, commands and expressions;
- Chapter 5 introduces a theory for pointers in the UTP and relates it to the theory of object-orientation presented in Chapter 4;
- Chapter 6 introduces laws for object-oriented programs that are proved to preserve the semantics;
- Chapter $\mathbf{7}$ summarises the results achieved and presents topics for future work.

The Appendixes contain the theories descriptions, proofs for laws and auxiliary results.

## Chapter 2

## Object-Orientation Formalisation

In this chapter we provide an overview of some efforts in the direction of formalisation of objectoriented languages. We start, in Section 2.1, with some approaches of formalisation and works related to the UTP framework. After that, we consider laws and refactorings (Section 2.2) and mechanization (Section 2.3), concentrating on object-orientation, and finally, in Section 2.4, we present our conclusions.

### 2.1 Approaches to Semantics

In [AL97], which was revised in [AL03] to include theorem proofs and related works, Abadi and Leino provide a programming logic in the context of object-oriented languages. They describe a logic similar to the Hoare logic [Hoa69] to allow reasoning about partial correctness, pre- and postconditions, in contexts where more sophisticated concepts related to data structures, i.e. inheritance and dynamic binding, are present, as in object-oriented languages. This work represents a starting point for the many others we discuss in this section. In this work well-known concepts of object-oriented programs (like inheritance) are not handled; we show that later extensions of this work include these constructs, notably in an extension by Leino himself [Lei98].

In their approach, objects (its fields and methods) are defined by means of a simple set of constructs, partially borrowed from [AC96]. Primitives for class declaration and inheritance are not provided. Based on these object constructs they define stacks and an object store to represent the runtime environment, modeling their restrictions. Stacks map variable names to booleans or references (sharing is allowed), and stores map object fields to booleans or references, and map methods to their definitions. The constructors of the specification language are fully described in terms of operational semantic rules to show how they alter the program stacks and storage; these rules specify, for example, what happens when a new instance is created. With this operational description, the set of valid programs is now restricted to those which, by mean of rule applications,
reach a final state; that is, those programs for which there exists a finite sequence of derivation steps. Non-terminating programs cannot be handled; attempts to derive a program with an infinite loop diverge.

To create similar instances of an object (class concept is not present), specifying objects with the same attributes and methods, the instance declaration code must be repeated for each instance. Therefore, during object creation one cannot use directly the definition of a type (class) to create an arbitrary instance with its attributes and methods predefined, and then set default values as usual. All attributes and method declarations, including a simulation of dynamic binding, must be written by the programmers. There is no code inheritance.

So far we have discussed how to create arbitrary instances of objects that can related or not: an object-based model. To characterise groups of objects with similar properties and, furthermore, to allow the definition of restrictions in terms of pre- and postconditions for these groups of objects, the concept of type has been introduced, and thus a type-based model is defined. The possible types are Bool and object types defined by the users. An object type defines which attributes and methods an instance must have to be considered part of a group, usually named class. There is a clear distinction between types and instances; they are not explicitly attached.

Inheritance is not explicitly defined in the object type; a type $B$ is considered a subtype of $A$ only if all attribute names and types defined for $B$ are equal, or a conservative extension of those for $A$, and if all method names are equal, and return types are equal or subtypes of the original methods for $A$. There is a subtype notion, but not inheritance; notice that the programmers have to rewrite all attributes, and methods redefined or not. It is important, however, to make it clear that redefined methods are not restricted to those which respect behavioural constraints, as those defined in [LW94]. With the introduction of types, a type system for objects can be defined and only programs that are well-formed according to this type system are considered: a close relation between instances and types is established. In particular, an instance introduced in the object store must have its structure defined by a valid type. Operational rules are introduced to show how each of the program constructs can be used in accordance with this type system.

Their final step was to associate pre- and postconditions to specific methods of a given type, the concept of object specification. Using a specific set of special functions and variables the expected behaviour of a program in terms of its input and output variables, stacks and storages, can be represented. Using what they call transition relations, restrictions to be respected before and after program execution, possibly after some method calls, are defined. There is a parenthood relation between specifications: a specification for a type $B$ can be considered a subspecification of the specification for $A$ if it is more restrictive, that is, all instances that are expected to satisfy specification $B$ must satisfy $A$. They show that if a valid set of constructs, type definitions, and object specifications, are used, if a final state is reached, and this state satisfy all restrictions it is
indeed the correct one. Using the type and specification systems defined in terms of an operational semantic rules the soundness of the theory is established.

Their logic allows sharing, where all object instances are saved into a shared object store. Recursive types, however, are not allowed. In [Lei98] Leino extended the logic presented in [AL97] to allow recursive types, and introduced single inheritance explicitly. Differently from [AL97], Leino starts presenting the type system of the language and later he defines the specification language. All type system restrictions are described by means of operational semantic rules.

The object environment is formed of a list of declarations of types, fields and methods. The declarations of types are pairs $T<: U$, where $T$ and $U$ are names indicating the subclass and superclass, respectively. It defines explicitly the subtype relation, a partial function from name to name. Two built-in types, Boolean and Object, are introduced, and judgments to check if a given type belongs to the environment are described. These rules say, for example, that Object belongs to the typing environment, and that superclasses must be previously defined. In our theory (see Sections 4.3 and 4.4) we represent these kind of rules as healthiness conditions and restrictions in class declarations.

To introduce an attribute, a function with the name of the attribute is created and a mapping from source class to attribute type is defined. For instance, for an attribute $f$ in a class $T$ with type $U$, a function $f: T \mapsto U$, where $T$ ranges over objects present in the program environment and $U$ ranges over $T \cup\{$ Boolean, Object $\}$, is created. As with types, all attributes must have different names. The author also introduces the concept of closure of attributes, required by object creation in the presence of inheritance. This closure is common to most formalisation of object-orientation.

Methods are modeled as quadruples $m: T \mapsto U: R$ where: $m$ is the method name, $T$ is the target type (of the object to which the method is applied), $U$ is the result type of the method, and $R$ is a specification relation over the method body, indicating pre- and postconditions, similar to the transition relations in [AL97]. In both approaches [AL97, Lei98], methods are parameterless; objects receive parameters to work with by means of fake attributes set up before calling the method. It does not seem an elegant solution but indeed does not reduce language expressiveness. The forthcoming approaches do not have this limitation. Method names must also be distinct, which conflicts with the concept of dynamic binding, as we explain. The closure of methods returns all methods defined for a given type, but as redefinition of methods is not allowed, dynamic binding is not possible, or even modeled, and, therefore, in this case behavioural inheritance is trivial.

As in [AL97], methods are extended with their specification, contracts described in terms of pre- and post-states of a method. Now, an axiomatic semantics is provided describing what are the valid commands according to the typing system and general relations of pre- and postconditions. The axiomatic semantics is followed by operational semantic rules defined for the language constructs showing how the stacks and the object storage are affected, as in [AL97]. The
final contribution of this work is a soundness theorem that relates these two semantics, besides introducing a simple manner of introducing recursive types and the subtyping relation. We benefit directly from this strategy to separate blocks of constructs as we show in Section 4.4. In many other approaches [MPH97, Ral00, CN00, QDC03, PdB03, BSCC04, HLL06] the declarations of classes are made in blocks with all their attributes and methods, which make difficult, for example, defining the semantics of a self recursive methods.

In [MPH97], Müller and Poetzsch-Heffter describe how to relate operational semantics of programs to declarative specifications, providing a formal foundation of interface specification. The general idea is to describe abstract data types by means of abstraction functions relating them to concrete implementations. Each interface method of a type has a description of its functional behaviour by means of pre- and postconditions involving logical variables that represent, for example, the state of the system before and after method computation. To make the functional behaviour less abstract, an object model is described with primitive and object types, and its operations, such as assignment to memory locations (references are modeled).

The specification of a method interface is categorised in three parts: functional behaviour, environmental behaviour and sharing properties. The first one is concerned with representation of postconditions in terms of object parameters and abstraction functions based only on the initial state; the second one is concerned with how the object model (runtime) is changed by the method, describing, for example, side-effects of an object creation in the runtime environment; and the third concerns with how shared objects are affected by methods, that is, what are the modifiable objects and how the object instances relationship graph is affected.

Besides method behaviour characterisation, a general form to represent class invariants is presented, describing that for all instances of a given class (and its subclasses) a class invariant must be preserved if the object is alive (allocated and active) and is not null. Abstraction functions are valid only for objects that respect some well-definedness conditions, and thus well-definedness can be considered an invariant property. The pre- and postconditions of methods are now enriched with the class invariants: a Hoare triple $\{P\} m\{Q\}$ used to specify methods or command restrictions, where $P$ is a precondition, $m$ an abstraction present in class $C$ and $Q$ is the postcondition, now is represented by $\left\{I N V_{c} \wedge P\right\} m\left\{I N V_{c} \wedge Q\right\}$, where $I N V_{c}$ stands for the invariant of class $C$. The problem of preserving object invariants is a challenging problem itself and has been an active research topic $\left[\mathrm{BDF}^{+} 04\right]$.

To allow behavioural subtyping [LW94] for class inheritance (in program extensions), proof obligations are described. The question to be answered is: how to guarantee that new subclasses preserve the behaviour of the superclass? They use the well-known approach of weakening the precondition or strengthening the postcondition [Mor94]. If the method of the superclass has a pre- and postconditions pair $(P, Q)$, and the subclass has a pair $\left(P_{s}, Q_{s}\right)$, then $P \Rightarrow P_{s}$ and
$Q_{s} \Rightarrow Q$. To prove these implications they use coercion functions to relate attributes and methods of the subclass to the corresponding ones in the superclass. The remaining problem concerns with program extension by introducing classes which are not subclasses of the existing ones; in this case, the invariants of each class must have to be somehow revisited to verify that the new class invariants might not cause any side-effects, in the whole specification.

The work reported in [MPH97] states in a simple and clear manner how pre- and postconditions of methods and class invariants can be specified, and highlights the proof obligations associated to program manipulation or extension. The concepts presented are a starting point to deeper investigation, as explored in the following works of these authors, which we discuss in the sequel.

A work similar to [AL97] is presented in [PHM98], where Poetzsch-Heffter and Müller describe a type system for an object-oriented language, but, unlike [AL97], soundness of the axiomatic semantics is not presented. Features like inheritance and dynamic binding, however, are handled with the objective to reach a formal description closer to practical languages. As in [MPH97], and in contrast to [AL97], the specification related to objects are not embedded into the programs. A language with common object-oriented constructs named KOOL (kernel of object-oriented languages) is presented. In this language it is possible to represent classes with single inheritance and also abstract classes, which define method signatures (including parameters). Visibility is not mentioned in the work but according to Java standards [GJSB00] the attributes are implicitly protected, and get and set methods to, respectively, read and update the attributes are included too. As in [AL97] the subclass relation is a partial function with a top most element, here OBJECT. $O B J E C T$ is an abstract class, and there is also two predefined concrete classes $I N T$ and $B O O L$ to represent primitive types.

After the language is defined an object environment is formalised. It describes how objects are linked by references and which ones are considered alive, that is, if the object is present in the environment. Object states (instances) are presented and a set of commands to assign, lookup, check if the object is alive, create a new object and select all objects of a given type, are defined. Axioms relating commands and functions on object states are presented. A Hoare logic is used to describe commands and method behaviour by means of pre- and postconditions. Rules represent the commands and method behaviour using conjunctions, sequent (assumptions), and consequent (resulting effects) clauses. The programming logic involving dynamic binding is also translated as a rule, testing the type of the object and selecting the appropriate method body.

They also present some characterization of open and closed programs. Shortly, open programs are libraries of components that can be reused to write different programs, while closed programs are sets of declarations associated to a single program. A direct impact of this definition is that open programs should ideally have a modular (compositional) proof strategy to allow increase functionality without the need of revalidating all already proven results; this is a topic of discussion
in [MPH97]. For closed programs, where all software components are well-known (already selected), the proofs can became easier, although open programs are more important to achieve reusability, and in this case the proofs are lengthier. In Chapter 6 we present some laws of object-orientation that are valid not only for closed programs, but also for libraries.

Two verification strategies are described in [PHM98], one top-down, that can be summarised in three steps: (i) define specifications for methods of abstract types; (ii) define specifications for the concrete, or abstract, subtypes and prove they are compatible; and (iii) prove that the method implementations in concrete classes satisfy their specifications. The bottom-up strategy starts from the implementations and using subsumption rules, the proof obligations are derived. In the latter case, in the context of closed programs, some preconditions of the rules can be eliminated, simplifying the verification process. The language also allows attribute overriding. As we do not believe that this feature increases object-oriented elegancy, and rather complicates too much the program and its semantics, our theory does not allow this kind of redefinitions, but in other approaches as [Ral00, PdB03], and Java itself, it is allowed. The access to attributes or to superclass methods in [PHM98] is done using a different notation ('@'), while in Java no extra information is required (always ' $\because$ '), resulting, sometimes, in programmatic errors, specially with the less attempt programmers.

This work includes important features of object-orientation closer to real object-oriented languages, but as said before it does not provide a soundness proof as its correlated work [AL97]. This limitation was overcome in the next work of these authors. In [PHM99], Poetzsch-Heffter and Müller extended [PHM98] to cope with encapsulation. The KOOL language was replaced by a simpler subset of Java named Java-K. A structural operational semantics was used to describe rules in this language. The programming logic is similar to the previous work, although a soundness theorem was presented. The operational semantic rules were mapped to a higher-order logic and proved manually.

In [Ral00, BMvW00], extensions of [MS97], Back et al. build a logical framework to reason about object-oriented programs; this framework is a conservative extension of refinement calculi [Mor94, BvW98]. The focus of the work is to allow object substitutability, also referred to as polymorphism, in client applications by refining the object class definitions. A client application is defined as a non-deterministic choice of method calls of an object; they show that for a class $C^{\prime}$, which refines $C$, substituting instances of $C$ by instances of $C^{\prime}$ in the clients that use $C$ is refinement. They argue that dealing only with syntactic aspects of subtyping, such as method signatures, is a decidable problem, while behavioural-inheritance, discussed in works like [Ame90, LW94, Mey97], is not, and thus could perhaps be verified by theorem prover like HOL [GM93] or PVS [ORS92], but none mechanization is provided. The same strategy to translate object constructs to a higher-order logic was used in [PHM99] and specially in [vON99], where
the semantics for a subset of Java is described to prove Java type-safety.
In the work of Back et al. all attributes are private (hidden), all methods are public, and an object instance is a tuple with attribute values and the object type. They do not allow recursive types, but allow pointers. Subclasses can redefine attributes and methods. Methods of the superclasses can be called using the 'super' special reference. Dynamic binding is modeled as an angelic choice between subclass and superclass method definitions; the choices are guarded by assertion testing the type of the instance, if the type test is false the alternative behaves like abort ( $\perp$, an unpredictable program) and other alternative can be chosen (semantics of angelic non-determinism); only one of the alternatives is selected at a time. If more than one guard is valid, a non-deterministic choice is made. These kinds of tests based on object type are common to some approaches [BSCC04, MPH97], including ours. They also handle behavioural aspects of the substitution, defining that, for a given instance of a subclass to be in conformance with the superclass behaviour, newly introduced methods must not change attribute values, or change the superclass attributes in the same way as superclasses used to do. This can be formally characterised as in [MPH97], using coercion functions.

Another effort in the formalisation of object-orientation is the Refinement Object-Oriented Language (ROOL) [CN00] project; ROOL is a subset of sequential Java with visibility, dynamic binding and copy semantics. The refinements are defined for commands and parametrised commands [Bac87] in an object-oriented context. In [CN00], Cavalcanti and Naumann provide a complete description of the language constructs, defining the semantics of the language in terms of weakest preconditions.

A typing system is defined and rules related to types are introduced. A semantics for programs in ROOL is defined by induction on the typing rules; properties are enumerated and proved. The approach, however, leaves out features such as mutually recursive methods. The main weakness, however, is the need for inductive proofs, which are not conducive to reuse and extension. In our thesis the focus in a general theory of object-orientation and proofs are made straightforward at the semantic level, thus the results apply to any object-oriented language.

In the Unifying Theories of Programming (UTP) [HH98], Hoare and He establish a framework to allow comparing and reasoning about different programming paradigms using a relational calculus; predicates over an alphabet of observational variables are used to specify relations in the style of VDM [Jon90] and Z [WD96]. The description of a theory for object-orientation is important to allow the integration of different theories such as sequential communicating processes [Hoa85, Ros98] using the same formalism. In the next chapter we introduce basic concepts of UTP required to understand our theory, and its integration to a theory of pointers presented in [CHW06]. A detailed description of this framework is presented in [HH98] and a shorter alternative can be found in [WC04]. In the following, we discuss works related to object-orientation in
the UTP and other predicative styles.
In [HLL05, HLL06] He et al. present a syntax and semantics for an object-oriented language in the context of the UTP [HH98], named Refinement Calculus for Object Systems (rCOS). They define a language similar to ROOL [CN00], but with a reference semantics. Some basic concepts of the UTP, such as designs, are revisited, and refinement of designs is described. The static and dynamic semantics are described in detail. Observational variables are introduced to record object references and instances, as the previous approaches, with the exception of ROOL, which has a copy semantics. A surprising feature, perhaps, are the well-definedness rules for class definition, which allow two completely separated inheritance lines to be defined. It is not true that 'Object' is the top most element of the transitive and reflexive subtyping relation. This is not a problem to the other definitions presented in the work, but it is, at least, unusual and makes it impossible to have a variable which can assume all possible object runtime values. In our approach, for example, this singularity would complicate the semantics of method call, where the 'self' variable must have the dynamic type of the target object, and as we handle all method calls uniformly, the unique valid type would be 'Object'.
rCOS works with closed programs, where a sequence of classes is followed by a program, that is, Cdecls • Main. The refinements of class declarations and programs are defined. These refinements are grouped in: system refinements, where a program Cdecls • main $_{1}$ is declared a refinement of Cdecls - main $_{2}$ if for all external observational variables the meaning of main implies the meaning of main $_{2}$ (denoted by $\llbracket \operatorname{main}_{1} \rrbracket \sqsupseteq_{s_{s}} \llbracket \operatorname{main}_{2} \rrbracket$ ); and structural refinements where the class structure is allowed to change, including or removing classes, attributes or methods; in this case the following implication must hold $\forall$ main $\left(\right.$ Cdecls $_{1} \bullet$ main $\sqsupseteq_{\text {sys }} C d e c l s_{2} \bullet$ main $)$. The set of class declarations $C d e c l s_{1}$ is considered a refinement of $C d e c l s_{2}$. For example, the change of a class visibility from public to private, once this class is never used in main, is an example of system refinement. For structural refinement, to perform a valid refinement we cannot remove any public attribute or method used in the main body, for example. This restriction is essential in the context of component repositories, if we do not know which other components are using a given service we definitely cannot change component signatures.

The definition of a program is the reference for refinement theorems for upward and downward simulation, and their proofs. Basic laws of structural refinements, similar to those already presented in [BSCC04], and for patterns like responsibility assignment, data encapsulation, and high coercion are defined. The big goal of their work is to provide a language to study structural and further behavioural refinements that can help to introduce formalism in UML diagrams.

In [MD98] Mahony and Dong present a formal notation named Timed Communicating ObjectZ (TCOZ), which is a combination of Object-Z [Smi00] and Timed CSP [DS95, SH02]. In [QDC03] Qin et al. describe the semantics of some features such as inheritance, encapsulation, dynamic
binding, and timing constructs using the UTP. The syntax of the language is presented with all observational variables of the theory. Using these variables, they describe the semantics of classes and process constructions. The language is not fully described in the UTP; they concentrate on process aspects of the languages that can be easily addressed by the UTP formalism, and the main focus of the work is not the object-orientation concepts, but rather the process behaviour.

In [Kas05] Kassios introduces a theory to decouple concepts of object-orientation that are traditionally embedded in the idea of class, such as inheritance and encapsulation, using the predicative programming style defined in [Heh04], very similar to the UTP. While traditional formal approaches for object-orientation [AL97, MS97, PHM99, CN00, Ral00, PdB03] introduce all these features directly in a declaration of a class. Kassios' idea is to provide general descriptions of object specifications, refinements and inheritance, among others, independently of the class construct and of each other, thus reaching the decoupling. This results in very general specification constructs, of which those usually found in object-oriented languages are a special case. We also adopt the decoupling of concepts and constructs in our theory to allow their combinations with other concepts or theories, in the spirit of the UTP framework.

### 2.2 Laws and Refactorings

Another important aspect of a software is the fact that a given functionality can be implemented by infinite programs, and there is no doubt that some are better than others in terms of performance or resources requirements. Sometimes, not rarely, developers are requested to increase programs overall performance, or even rewrite them to increase readability and reusability to facilitate further maintenance or extension. In these situations, a big challenge is to guarantee (and verify) that the new updated system behave exactly like the previous one, or better. The matter of readability, or even reusability, are sensitive to controversy, but the result of programs must be the same for both contexts. A common alternative to the preservation of behaviour is the construction of test case suits that are executed against programs before the transformations (refactorings) and after; if the results are equivalent the new revised program is considered correct. Unfortunately, as is well-known, testing can only show the presence of errors, but not their absence. A more rigorous alternative is to prove that the original system behaviour corresponds to the refactored one.

There are many works that handle this problem of changing programs at different levels of abstractions, from a completely informal approach based on test cases $\left[\mathrm{FBB}^{+} 99\right]$, to more formal ones [Opd92, Utt92, Rob99, TB01, Cor04, BM06]. In this thesis we consider the work presented in [Cor04] as a comparative source for the laws and their proofs, due to its close connection to our work, including (in the first moment) the adopted copy semantics, also present in our objectoriented theory.

In [BSC03] Borba et al. enumerate algebraic laws for ROOL programs that were the inspiration for our laws (in Chapter 6), but they consider only closed programs; the results do not apply necessarily to open systems (libraries). The provisos of the laws describe the conditions that need to hold for changes in the programs to preserve behaviour. Laws for classes, attributes, methods and commands are proposed and described. In order to postulate the relative completeness of the proposed laws, a normal form for object-oriented programs in ROOL is defined and a sequential list of steps required to reach that normal form is presented. Each step relies on the application of some law. In [Cor04], Cornélio describes and proves refactorings in ROOL. A subset of the refactorings presented in $\left[\mathrm{FBB}^{+} 99\right]$ is selected and described using the ROOL syntax. All laws presented in [BSCC04] are proved by induction and used in the proofs of more complex refactorings. Due to the copy semantics, not all refactorings of $\left[\mathrm{FBB}^{+} 99\right]$ are handled.

In Chapter 4 we also use a copy semantics. In Chapter 5 , however, we combine the objectorientation theory with a theory of pointers, and then in Chapter 6 we verify the applicability of the laws in both contexts.

### 2.3 Mechanization

Some works have been done on the mechanization of object-oriented languages, most of them in the end of the 90 's, concentrating on the Java language. An example of a complete formalisation of a subset of Java is [vO00], encoded by mean of a higher-order logic, mechanised using the Isabelle [Pau94, NPW02] theorem prover to check type-safety, soundness and relative completeness for an object-oriented version of the Hoare logic (previously described in [NvO98]).

Huisman [Hui01] presents a semantics for Java in higher-order logic and describes a tool, named LOOP [vdBJ01], which translates the programs to input theories for Isabelle or PVS provers in order to check properties of the programs, for example, if a method return value is not null.

In the direction of bringing formal specifications closer to the programmer's world, simplifying the introduction of formal methods in current programming practices, there is the example of Java Modeling Language (JML) [LBR99, $\left.\mathrm{BCC}^{+} 03\right]$ which aims to introduce annotations in Java code to specify object invariants and pre- and postconditions of methods, among other constructs, as model fields ${ }^{1}$. These annotations are turned into run-time verifications embedded in the bytecode generated by the JML compiler.

The most advocated benefit of JML is that its notation uses the host language, Java, to introduce specifications into code; thus, being attractive to program developers. Moreover, the use of JML does not impose a fixed design methodology to its users, (in contrast to B [Abr96]); specifications can be inserted at any stage of the development according to programmers needs.

[^1]Other important aspect of using JML is the fact that there is a growing set of tools [vdBJ01, $\mathrm{FLL}^{+} 02$, BRL03] converging to use its notation, enabling the developer with a rich toolkit to be used in different contexts.

One example of JML tool is the Extended Static Checker for Java (ESC/Java) [FLL $\left.{ }^{+} 02\right]$ which checks statically the conformance of Java code with its annotations. This tool, however, as the authors highlight, is not comitted to guarantee soundness or completeness. Depending on developer demands another tool must be used to check the programs, but it represents one step ahead in software verification.

Even after mechanization progresses, there are other practical aspects to be handled, like legacy systems; more specifically, on how to provide ways to automatically introduce specifications into code, as highlighted by Nimmer and Ernst in [NE02]. The use of inference tools like Daikon $\left[E P G^{+} 06\right]$ and Houdini [FL01] can reduce the time consuming task of review all legacy system code to introduce, sometimes, well-known restrictions. Unfortunately, as usual, some specifications require human interaction. These tools, however, reduce considerably this need $\left[\mathrm{BCC}^{+} 03\right]$.

There is also a methodology to introduce formal descriptions into code for Spec \# $\left[\mathrm{BDF}^{+} 04\right.$, BLS05]; this initiative is called Boogie $\left[\mathrm{BCD}^{+} 06\right]$, which aims to introduce formalism in the .NET platform, and the tool support is integrated with the Microsoft development tool Visual Studio[Mic07b]. Up to our knowledge, this seams to be the best integration of formal verification in a real widespread-use development tool today.

Its is important to remark that there is a trade off between factors that determine the selection and the use of mechanization tools such as: the completeness of the object verification; the expressiveness of the specification language; time and cost budgets. It seems reasonable to use different tools depending on these restrictions. In the case of Java, the convergence of the specification language to JML has helped to enrich developer toolkits for different needs.

The refactorings, in general defined as laws of programming [Hoa69, $\mathrm{HHJ}^{+}$92, TB01] or informal descriptions [ $\left.\mathrm{FBB}^{+} 99\right]$, are supported by many, commercial [Bor07, Mic07b] or non-commercial as [The07], programming tools for different languages. The refactorings are performed automatically, but the correctness of such transformations is checked by informal verification techniques, such as compilation and test cases.

### 2.4 Conclusions

In this chapter we have briefly presented some approaches and formalisms used to model objectoriented paradigm features and its relations, whenever possible establishing relations with the work presented in this thesis.

We have seen that Abadi and Leino started with a relatively simple model of objects, and it
evolved to a formalism where Leino introduced recursive types. In both cases soundness of the theory was considered and stated in terms of an operational semantics. In the latter approach Leino highlights, however, that methods whose return types are the same as the owner class cannot be defined.

Müller and Poetzsch-Heffter defined a language with constructs close to real programming languages. They began defining some general techniques for object-oriented programs, then a more detailed language was introduced to handle features as inheritance and dynamic binding, but no soundness proof is provided. Later, they extend the work to cope with encapsulation, and defined the object-oriented concepts using a higher-order logic that allowed a manual proof of soundness.

Next, the approach by Back et al. provided a characterisation of refinement in the point of view of client applications, which are modeled as a non-deterministic choice of object methods. In this approach dynamic binding is modeled as an angelic choice.

With a strong refinement background there is ROOL, by Cavalcanti and Naumann, a language that, besides the basic object-oriented constructs, contains refinement calculus constructs, as specification statements. Its semantics was defined in terms of weakest preconditions, and laws for refactorings in ROOL are described by Borba et al., and Cornélio.

The work of He et al. is the first to consider the introduction of object-orientation in the UTP. They extend the theory of designs and provide a set of observational variables to record types, attributes and methods information. Unlike their approach and the ROOL, which have to calculate a method meaning every time it is requested, our theory uses higher-order programming to record method meanings during the environment loading time. Method meanings are recorded in special variables, and when necessary they are directly accessed, but we pay the price that the order of declarations becomes relevant.

The formulation and formalisation of refactoring has been recently emphasised due to Fowler's book, and a growing set of formalisms and tools have been described and developed to mechanize these program transformations. In this thesis we provide some laws and prove their soundness as presented by Cornélio, but with a significant difference that we handle a general theory rather than syntax for any specify language.

Finally we have seen that mechanization of object-oriented features using different languages and tools is possible, but we are still a little far from the goal of having a fully integrated tool to allow development, verification and refactoring of object-oriented programs. In fact the spreading of JML, for Java, is one step ahead to achieve it. In the following chapters we give our contributions to creating a big repository of theories using the same formalism, the UTP. Perhaps, not in a distant future, tools for UTP will benefit from all designed theories, and further, support the task of creating new hybrid paradigms of programming.

## Chapter 3

## Introduction to the Unifying Theories of Programming

This chapter is dedicated to a brief introduction to the concepts of the UTP required to understand the theories presented in the following chapters. In Section 3.1 we enumerate some basic concepts and constructs of the UTP. Next, in Section 3.2, we reproduce some valid laws in the UTP framework and in Section 3.3 the concept of refinement in the UTP is presented, with its lattice correlation. In Section 3.4 the theory of terminating programs is described and some basic constructs of the UTP are revisited to reflect new restrictions of terminating programs. Then, in Section 3.5, another form of characterising valid predicates in a theory is shown and, in Section 3.6, the possibility of using programs as values of variables is considered: the higher-order programming theory. In Section 3.7 we introduce the concept of Galois connections to integrate theories and in Section 3.8 we define closeness. Finally, in Section 3.9 we provide a short overview of the thesis context.

### 3.1 Introduction

The UTP is based on alphabetised predicates that describe possible values of observational variables that record relevant information about the programs of interest. In this way, we specify programming constructs of different paradigms using a common formalism.

Theories are characterised by a set of observational variables and by healthiness conditions. For instance, in time-aware systems we can use a variable to record time information (clock); in communicating systems we observe the traces of events occurred (tr). The set of observational variables of a theory is called the alphabet. The predicates of a theory refer only to variables in the alphabet, and given a predicate $P$ we write $\alpha(P)$ to refer to its alphabet. The free variables
of a predicate must belong to its alphabet.
When the alphabet is composed of undecorated names, which are used to represent the initial value of the corresponding observational variables, and dashed names that represent the values of the variables in a later or final observation, then the predicates define relations. For example, clock ${ }^{\prime}>$ clock, where the decorated variable ('‘') represents the final value of clock. In this case, we say that the alphabet contains input and output variables; the input set is denoted by $\operatorname{in\alpha }(P)$ and the output by out $(P)$. A relation where the output alphabet is equal to the input alphabet (with decorated versions of the variables) is a homogeneous relation, in $\alpha(P)^{\prime}=$ out $\alpha(P)$. As in [HH98] we use letters like: $P, Q$ or $R$ to represent predicates; $b, c, d$ to represent conditions ${ }^{1}$; and $x, y, z$ to represent variables.

An example of a relation is provided by the definition of an assignment $x:=e$ of an expression $e$ to a variable $x$, in the context of a theory of general relations, in which the only variables of the alphabet are the programming variables, and their dashed counterparts.

$$
x:=e \widehat{=} x^{\prime}=e \wedge y^{\prime}=y \wedge z^{\prime}=z \ldots
$$

In this example, we take the input alphabet $\operatorname{in\alpha }(x:=e)$ to be $\{x, y, z, \ldots\}$, and the output alphabet $\operatorname{out\alpha }(x:=e)$ to be $\left\{x^{\prime}, y^{\prime}, z^{\prime}, \ldots\right\}$. In fact, the alphabet of an assignment has to be explicitly defined, but for simplicity it is often omitted. The definition states that the final value of $x$ is $e$ and all other variables of the alphabet have their values preserved. A degenerate form of assignment useful for reasoning about programs is $I I$, named skip. It is an empty assignment where all variables have their final values preserved.

$$
I \widehat{=} x^{\prime}=x \wedge y^{\prime}=y \wedge z^{\prime}=z \ldots, \text { where } \alpha(I I)=\left\{x, x^{\prime}, y, y^{\prime}, z, z^{\prime}, \ldots\right\}
$$

Sequential composition, denoted by $P ; Q$, is defined by an existential quantification that relates intermediate values of the variables. The final values of the variables as defined by $P$ are taken as the initial values of the variables by $Q$. In this case, out $\alpha(P)$ is required to be equal to in $\alpha(Q)$, after each of its variables are dashed. These intermediate values are represented by $w_{0}$ in the definition of sequence.

$$
P ; Q \widehat{=} \exists w_{0} \bullet P\left[w_{0} / w^{\prime}\right] \wedge Q\left[w_{0} / w\right], \text { where } \operatorname{out\alpha }(P)=\operatorname{in\alpha }(Q)^{\prime}=w^{\prime}
$$

The declaration and undeclaration of variables are defined separately, also in terms of existential quantifications.

$$
\begin{aligned}
& \text { var } x \widehat{=} \exists x \bullet I I, \text { where } \alpha(\operatorname{var} x)=\alpha(I) \backslash\{x\} \\
& \text { end } x \widehat{=} \exists x^{\prime} \bullet I I, \text { where } \alpha(\text { end } x)=\alpha(I) \backslash\left\{x^{\prime}\right\}
\end{aligned}
$$

[^2]This separation is useful in laws of programming related to variables. An important construction involving variables is that of variable blocks.

```
var }x;Q;\mathrm{ end }x\widehat{=}\existsx,\mp@subsup{x}{}{\prime}\bullet
```

A conditional $P \triangleleft b \triangleright Q$ is defined as a disjunction of conjunctions. If the condition $b$ is valid, then the behaviour is that of $P$, otherwise it is that of $Q$, provided the alphabet of the condition $b$ is a subset of the alphabet of the conditional branches $P$ and $Q$. Hoare and He use an infix notation that is helpful in the definition of laws of programming.

$$
P \triangleleft b \triangleright Q \widehat{=}(b \wedge P) \vee(\neg b \wedge Q) \text {, where } \alpha(b) \subseteq \alpha(P)=\alpha(Q)
$$

Recursive definitions are provided as fixed points $\mu X \bullet F(X)$, where $F$ is a function from predicates to predicates. One example is the while loop, denoted by $b * P$. While the condition $b$ is valid the behaviour is that described by $P$, otherwise the loop finishes. The semantics of while is defined in terms of a recursion in the usual way.

$$
b * P \widehat{=} \mu X \bullet P ; X \triangleleft b \triangleright I .
$$

The non-deterministic choice $P \sqcap Q$ is defined as a disjunction, and both alternatives must have the same alphabet.

$$
P \sqcap Q \widehat{=} P \vee Q \text {, where } \alpha(P)=\alpha(Q) .
$$

These are some of the UTP basic constructs. As expected, each one is mapped to a predicate over a specific set of variables, an alphabet. Now we show some laws that are derived directly from these definitions.

### 3.2 Laws

In [HH98], laws of programming are introduced progressively as the set of language concepts is extended. As an example, for conditional, a subset of the laws presented in [HH98] is reproduced below; the names (labels for the laws) used in [HH98] are adopted here as well.

L1 of conditionals: $P \triangleleft b \triangleright P=P$
idempotency
L2 of conditionals: $P \triangleleft b \triangleright Q=Q \triangleleft \neg b \triangleright P$
symmetry
L3 of conditionals: $(P \triangleleft b \triangleright Q) \triangleleft c \triangleright R=P \triangleleft b \wedge c \triangleright(Q \triangleleft c \triangleright R)$
associativity
L4 of conditionals: $P \triangleleft b \triangleright(P \triangleleft c \triangleright Q)=(P \triangleleft b \triangleright Q) \triangleleft c \triangleright(P \triangleleft b \triangleright R) \quad$ distributivity
L5 of conditionals: $P \triangleleft$ true $\triangleright Q=P=Q \triangleleft$ false $\triangleright P$ unit
L6 of conditionals: $P \triangleleft b \triangleright(Q \triangleleft b \triangleright R)=P \triangleleft b \triangleright R$ unreachable-branch

L7 of conditionals: $P \triangleleft b \triangleright(P \triangleleft c \triangleright Q)=P \triangleleft b \vee c \triangleright Q$
disjunction
These laws are valid for all conditions and predicates, as long as their alphabets obey the sideconditions required by the definition of the conditional. Basic laws can be proved by direct translation to logical predicates, like the proof of $\mathbf{L} \mathbf{1}$ below, and more complex laws can be derived from the basic ones.

```
    L1 : \(P \triangleleft b \triangleright P=P\)
Proof.
LHS
\(=(b \wedge P) \vee(\neg b \wedge P)\)
\(=((\) true \(\wedge P) \vee(\neg\) true \(\wedge P)) \vee((\) false \(\wedge P) \vee(\neg\) false \(\wedge P))\)
\(=(P \vee\) false \() \vee(\) false \(\vee P) \quad\) [propositional calculus]
\(=R H S\)
```

There are laws for most part of the constructs, and one of the laws presented for non-determinism is that of disjunction distributivity, reproduced below. Other laws can be introduced for each constructor of a new theory defined in the UTP.

L3 of relations: $(\sqcap S) \sqcup Q=\sqcap\{P \sqcup Q \mid P \in S\}$, where $P \sqcup Q \widehat{=} P \wedge Q$.
Labels for laws can be reused, the former $\mathbf{L} \mathbf{3}$ is defined for conditionals only, and the remainder is a law for general relations. In the text we make clear which one we are using whenever necessary.

### 3.3 Refinement

Hoare and He have also shown that the set of alphabetised predicates form a complete lattice with the ordering defined by universal implication $(\Rightarrow)$. This is a very important result, since different paradigms can be mapped to alphabetized predicates there is a general notion of refinement which is common to them all.

They establish that a program $P$ refines a program $Q$ if, and only if, $P \Rightarrow Q$, for all possible values of the variables of the alphabet: $\forall x, x^{\prime}, y, y^{\prime}, \ldots \bullet P \Rightarrow Q$. This is denoted shortly by the universal quantifier $[P \Rightarrow Q]$, and the notation $Q \sqsubseteq P$ is used to represent that $Q$ is refined by $P$. In all theories of the UTP, the refinement relation is characterised in the same way. The dual symbol $\sqsupseteq$ can also be used and $P \sqsupseteq Q$ is read as ' $P$ refines $Q$ '.

The bottom of this lattice is denoted by $\perp$, also named abort. Formally we have that any program refines abort, $\perp \sqsubseteq P$; this follows directly from its definition: $\perp \widehat{=}$ true, that is, for any program we have that $P \Rightarrow$ true. On the opposite side, we have the top of the lattice $\top$, named miracle, formally defined as $\top \widehat{=}$ false; for any $P$ we have $P \sqsubseteq \top$, that is, false $\Rightarrow P$ (vacuously better).


Figure 3.1: Lattice of predicates.

Informally, in Figure 3.1 we have abort as a general program that satisfy a set of disjunctive requirements (possibly empty, requirements $\rightarrow \emptyset$ ) and in the opposite side we have miracle that is infinitely restrictive (infinite set of conjunctive requirements, requirements $\rightarrow \infty$ ). Abort is useless because its behaviour is completely unpredictable, and miracle is simply impossible to implement, but they are useful in reasoning about programs. The set of practical useful programs lies between these two extremes.

Example 1 (Refinement). If we have a specification clock ${ }^{\prime}>$ clock, we are requested to write a program that increases the clock value. There is an infinite set of programs which satisfy this specification, including miracle. Consider a very simple one 'clock $:=$ clock +1 ', this is indeed a refinement of the specification as the proof below verifies.

$$
\begin{aligned}
& \text { clock }{ }^{\prime}>\text { clock } \sqsubseteq \text { clock }:=\text { clock }+1 \\
& =\text { clock }:=\text { clock }+1 \Rightarrow \text { clock }^{\prime}>\text { clock } \\
& =\text { clock }=\text { clock }+1 \Rightarrow \text { clock }^{\prime}>\text { clock } \\
& =\text { clock }{ }^{\prime}>\text { clock } \Rightarrow \text { clock }^{\prime}>\text { clock } \\
& =\text { true }
\end{aligned}
$$

This is a simple example of how to prove refinement in the UTP.

### 3.4 Terminating Programs

The theory of relations is not appropriate to reason about termination. This limitation becomes clear when we calculate the meaning of the program 'true; $x:=e$ ', surprisingly it has the same
meaning of ' $x:=e$.
true; $x:=e$
[definition of composition and assignment]
$\exists w_{0} \bullet \operatorname{true}\left[w_{0} / w^{\prime}\right] \wedge\left(x^{\prime}=e\right)\left[w_{0} / w\right]$
[propositional calculus, substitution, $w_{0}$ is not free in e]
$x^{\prime}=e$
[definition of assignment]
$x:=e$
That is, a program that after an abortion still behaves like a valid assignment, which is a contradiction. For that end, Hoare and He define a subset of this theory comprising the predicates that can be written as pairs of pre- and postconditions, and have special observational variables $o k$ and $o k^{\prime}$ to record whether the program has started and ended successfully. The predicates of this new theory are called designs. The definition of a design is presented below, where $P$ stands for the precondition and $Q$ for the postcondition of the design.

$$
P \vdash Q \widehat{=} o k \wedge P \Rightarrow o k^{\prime} \wedge Q
$$

If the design starts, and its precondition holds, then it is certain to terminate and to establish its postcondition; otherwise, no restrictions are enforced. Graphically we could represent the relationship between the set of predicates, relations and designs as presented in Figure 3.2, where all sets are infinite. The designs pose restrictions on variables $o k$ and $o k^{\prime}$, we will see that these restrictions are modeled also as healthiness conditions.


Figure 3.2: Designs subset.
In the theory of designs, assignment and skip have different definitions. Also, the theory of designs is a complete lattice, but its bottom and its top are different. The assignments, and other programs, now have to consider a precondition to be valid. For the sake o simplicity the definition assumes that expression $e$ is well-defined and yields a value compatible with that of $x$. In the basic UTP, variables and results of expressions are not explicitly typed, in Chapter 4 we constrain it. The new definitions are as follows.

$$
\begin{aligned}
& x:=e \widehat{=} \text { true } \vdash x^{\prime}=e \wedge y^{\prime}=y \ldots \\
& \Pi_{d} \widehat{=} \text { true } \vdash x^{\prime}=x \wedge y^{\prime}=y \ldots \\
& \perp_{d} \widehat{=} \text { true } \vdash \text { false } \\
& \top_{d} \widehat{=} \text { false } \vdash \text { true }
\end{aligned}
$$

In [WC04] the law below is presented for a sequential composition of designs in which the precondition of the first design is a condition. We use it to simplify our proofs of object-oriented laws.

T3 $3^{\prime}\left(\left(p_{1} \vdash Q_{1}\right) ;\left(P_{2} \vdash Q_{2}\right)\right)=\left(p_{1} \wedge\left(Q_{1}\right.\right.$ wp $\left.\left.P_{2}\right)\right) \vdash\left(Q_{1} ; Q_{2}\right)$
where $p_{1}$ is a condition, and $Q_{1}$ wp $P_{2}=\neg\left(Q_{1} ; \neg P_{2}\right)$
This is a specialisation of a law that applies to any sequence of designs presented in [HH98].
We also define a special form of design $\{b\}_{\perp}$ called an assertion; if $b$ holds, this design skips, otherwise it aborts.

$$
\{b\}_{\perp} \hat{=} \Pi_{d} \triangleleft b \triangleright \perp_{d}
$$

This construct is useful for reasoning.

### 3.5 Healthiness Conditions

An alternative way of characterising the set of predicates of a theory is using what Hoare and He called healthiness conditions (HC). They impose restrictions on the set of predicates that can be part of a theory. For example, only those predicates that satisfy the conditions H1-2 of Table 3.1 are considered designs. That is, we can write predicates that satisfy these conditions as implications involving $o k$ and $o k^{\prime}$.

| Name | Definition | Description |
| :---: | :--- | :--- |
| H1 | $P=(o k \Rightarrow P)$ | Program start. |
| H2 | $P\left[\right.$ false $\left./ o k^{\prime}\right] \Rightarrow P\left[\right.$ true $\left./ o k^{\prime}\right]$ | Non-termination cannot be required. |

Table 3.1: Healthiness conditions for designs.
In other words, the subset of designs represented in Figure 3.2 is filtered from relations by using these HCs. An important characteristic of HCs is that they are defined as idempotent functions. Once we apply a HC to make a predicate healthy, there is no point in applying this HC again. Just one application of a given HC to a predicate is enough to determine its validity or not.

### 3.6 Higher Order Programming

Another theory introduced by Hoare and He is that of higher-order procedures [Nau95]. Variables are now allowed to be bound to abstractions, like, functions or procedures, which are them values. For example, we can have a variable $p$ with a conditional $r:=\operatorname{true} \triangleleft x \% 2=0 \triangleright r:=$ false as its value, an abstraction that tests if a given variable $x$ is even and records this information in a
variable $r$. In this case the value of $p$ is the text of the program. The inclusion of parameters in procedures is allowed and different interpretations of $\lambda$-abstractions define the types of parameter passing mechanism.


Figure 3.3: Higher order procedures subset.
In Figure 3.3 there is an infinite subset of relations characterised by such types of variables (HOPs). Notice that this set has an intersection with designs, that is, designs where variables can have higher order procedures as values.

In Chapter 4 we show that our theory can be characterised in terms of designs, and that it includes observational variables whose values are program texts; in this way we combine the theories of designs and higher-order procedures. In fact we introduce some extra observational variables to record object-orientation information and restrict this theory to that subset where designs and higher order procedures lies.

### 3.7 Theories Integration

We have commented that theories in the UTP have been, progressively, developed and these theories are expected to be combined and interact with another. This is the topic of this section.

In some cases, theory integration is a very simple task; for example, one theory can be a subset of another. In these cases, for example, a function that maps all elements of the smaller to the larger one and vice-versa (restricted to a subset) can be defined. A general form of characterizing this mapping is a function $L$ from $\mathbf{S}$ to $\mathbf{T}$, where $\mathbf{S}$ is the set of predicates of a theory and $\mathbf{T}$ is the set of predicates of the other one. If such function exists we say that there is a link between them.

The Figure 3.4 (a) is a diagrammatic representation of links like these. Notice, however, that if $\mathbf{T}$ is a more general theory such link associates the elements of $\mathbf{S}$ to its projection into $\mathbf{T}$, which we refer as $\underline{\mathbf{S}}$. If all elements from one theory can be mapped into the other and vice-versa these theories are said to have the same expressivity power. In this case, however, they are too similar that they integration becomes uninteresting.

In fact, the whole point of theories integration is how to find a link between them, that is,


Figure 3.4: A subset theory relationship.
find mappings that translate a predicate from one theory to its corresponding predicate in the other. This is usually made by functions; in the subset example, if the $L$ function exists, and $P$ and $Q$ are member of $\mathbf{S}$ and $\mathbf{Q}$, we have an inverse $L^{-1}$ and properties like $L^{-1}(L(P))=P$ and $L\left(L^{-1}(Q)\right)=Q$ holds. Moreover, in theories with the same signatures ${ }^{2}$, the $L$ is trivially the identity function $i d: \mathbf{S} \mapsto \mathbf{T}$, and its inverse is $i d^{-1}: \mathbf{T} \mapsto \mathbf{S}$ with the domain restricted to those elements in $\mathbf{S}$. The problem of signature has also to be handled, but for simplicity we assume that the same symbol for different theories denote the same behaviour, unless clearly stated.

The subset case is just one of the possibilities of theories relationship, we have also to consider two theories that are not necessarily related by subset relationship. More specifically, a theory can describe more things (predicates) than the other is capable of handling, and vice-versa. Therefore, we cannot expect that the function $L$ from $\mathbf{S}$ to $\mathbf{T}$ admits an inverse. However, they have parts in common. That is, probably we need one function $L$ to map from $\mathbf{S}$ to $\mathbf{T}$, and another function $R$ from $\mathbf{T}$ to $\mathbf{S}$, which are usually named left and right adjoint. This kind of link is named a Galois connection, whose definition we borrow from [HH98] and adapt to our representation in Figure 3.5.


Figure 3.5: A Galois connection.

Definition 1 (Galois connection). Let $\mathbf{S}$ and $\mathbf{T}$ be complete lattices. Let $L$ be a function from $\mathbf{S}$ to $\mathbf{T}$, and let $R$ be a function from $\mathbf{T}$ to $\mathbf{S}$. The pair $(L, R)$ is a Galois connection is for all $P \in \mathbf{S}$

[^3]and $Q \in \mathbf{T}$
$$
L(P) \sqsupseteq Q \text { iff } P \sqsupseteq R(Q)
$$
$R$ is called a weak inverse of $L$, and $L$ is called a strong inverse of $R$.
In [HH98] the functions $\operatorname{and}_{P}(X) \widehat{=} P \wedge X$ and $\operatorname{imp}_{P}(X) \widehat{=}(P \Rightarrow Y)$ are provided as examples of a Galois connection $\left(a n d_{P}\right.$, impl $\left._{P}\right)$, that is, $(P \wedge X) \sqsubseteq Y$ iff $X \sqsubseteq(P \Rightarrow Y)$.

### 3.8 Closedness

Another important aspect of predicates in a theory is that they are expected to be combined to allow describe complex examples in that theory. More important, however, is that these combinations of predicates must lie in the original set of valid predicates; operations must be closed with respect to valid predicates. As pointed out by Hoare and He, in program languages these restrictions are usually part of a type theory; for example, if $c_{1}$ is a command, $c_{2}$ is a command then $c_{1} ; c_{2}$ must be command. Another example in the UTP: if we have two designs, their sequential composition must be a design as well. This is called closedness.

If we are working with a given theory and we are requested to use, for example, disjunction, it cannot generate a predicate outside the theory set of valid predicates. We are posed to prove that this is true if we expect to use disjunction in our formulas. This is the motivation to show that if some predicates satisfy a given HC the results of operations between these predicates must also satisfy the original HC. In the next chapter, after defining our HCs we show that disjunction, conjunction, conditional, sequential composition and recursion are closed under these HCs , otherwise we could not use them to define richer predicates for object-orientation.

### 3.9 Conclusions

This chapter presented a brief introduction to the UTP formalism which we use in the following chapters to define our theory for object-orientation, with copy and reference semantics.

In this thesis we present a stepwise integration between four theories: designs (terminating programs), higher order procedures (variables which record procedures), object-orientation (concepts) and pointers (sharing). The big picture of theories integration in this thesis can be resumed by the Figure 3.6.

The starting point is the definition of a theory for object-orientation using designs and higher order procedures theories. Using the pre- and postconditions $(P \vdash Q)$ and variables capable of recording procedures we define the concepts of the new theory (subtype, for example) and observational variables ( $c l s, s c$, and atts) are introduced to record object-oriented features information.


Figure 3.6: Theories integration.

Next we characterise the set of valid values for such variables using healthiness conditions, selecting a subset of relations. The union of regions Y and X represents the set object-oriented programs (or specifications) that are designs, includes higher order variables and also respects the restrictions imposed by the object-oriented theory.

Chapter 4 shows how it is done, and Chapter 5 shows how to merge it with the theory of pointers firstly presented in [CHW06] and extended in [HCW07], thus reducing the set of predicates of interest to X , a theory for object-orientation with pointers.

## Chapter 4

## Object-Orientation in the UTP

This chapter is organized as follows. In the next section we provide a brief introduction of our approach. Next, in Section 4.2 we introduce the alphabet of our theory, more specifically, the observational variables related to subtyping, inheritance, and dynamic binding. Section 4.3 gives the healthiness conditions and some laws. In Section 4.4, we define class, attribute and method declaration. In Section 4.5, we review the concept of variables, to include type information explicitly. In Section 4.6, we describe well-definedness rules for expressions and the meaning of object creation, type test, type cast, and attribute access. In Section 4.7, we review the semantics of commands emphasizing method call. Finally, in Section 4.8, we provide an overview of what has been achieved so far.

### 4.1 Introduction

Hoare and He's Unifying Theories of Programming (UTP) has been successfully used to give semantics to several design and programming languages that combine constructs from several paradigms, like, for example, concurrency and time. In this chapter, we study object-oriented concepts present in languages like Java and C++, described in the previous chapters, in the framework of the UTP.

We show how subtyping, data inheritance, (mutually) recursive methods, and dynamic binding can be described in the UTP by combining and extending the theories of designs (terminating programs specified using pre- and postcondition) and higher-order procedures. A distinguishing feature of our approach is modularity: following the style of the UTP, we deal with each concept in isolation; this makes our theory convenient to model integrated languages.

We target general object-oriented concepts, rather than any specific language. We introduce concepts of object-oriented languages progressively and in isolation. We cover subtyping, single inheritance, dynamic binding, and (mutual) recursion. By introducing these features independently,
we provide a general theory of object-orientation that can be combined with other UTP theories in the usual way. At present, we consider copy semantics; reference semantics will be addressed as a next step; as discussed in Chapter 5.

In our theory, a class declaration is not a single block, as usual in object-oriented languages. We have separate constructs to declare a class and its immediate superclass, to declare an attribute, and to declare a method. This follows the approach presented in [Kas05].

Example 2 (Syntax example). By way of illustration, we consider a simple banking system; we define a class Account, and its attributes and methods as follows.

```
class Account;
att Account number : \mathbb{Z, balance : }\mathbb{Z}\mathrm{ ;}
meth Account credit =(val x:\mathbb{Z}\bullet self.balance := self.balance + x )
```

The declarations of the attributes and methods are independent, and combined in sequence; in particular, the declarations indicate the classes of the attributes and methods that are introduced. This approach simplifies the semantics, and makes the treatment of (mutual) recursion straightforward, as it should be.

It is well-known that, in the semantics of an object-oriented language, the types of the variables play a central role due to subtyping and dynamic binding [CN00]. In our theory, we have a collection of observational variables that are used to model declarations. They record important typing information and are used to define the semantics of commands. We also drop the UTP assumption that expressions are total; this is not realistic for object-oriented languages due to the possibility of attempts to access attributes and methods of a "null object" (that is, "null pointer exceptions"). As a consequence, we have to characterize well-defined expressions, and extend the semantics of assignments and conditionals.

Method names are also part of the alphabet of our theory. Their values are parametrised programs [Bac87]. Their treatment follows the approach originally proposed in [Nau95], and adopted in [CN00] to handle methods. It is also the approach followed in the UTP for higherorder procedures.

Dynamic binding is reflected in the value of a method variable: it is a conditional that checks the type of the target object (self) and determines the right program that defines the behaviour of the method in each case. In this way, we capture dynamic binding in isolation. This follows the style adopted in an algebraic semantics for object-orientation presented in [BSCC04].

In [SCS06] we presented a preliminary theory of object-orientation in the UTP. Here, we have also presented a brief introduction to the UTP, and revised the semantics to simplify constructs. Moreover, in this thesis we introduce the healthiness conditions that characterise our theory, and prove some of their basic properties as well as closedness of the programming constructs. In the
next chapter, we also present some laws inspired by [BS00, CN00, BSCC04, Cor04] and prove their soundness. Our theory allows us to provide simple and elegant proofs mainly concerning with properties of method declaration and call. Due to our treatment of dynamic binding our proofs follow an algebraic style, as we show in Chapter 6.

### 4.1.1 Assumptions

Object-oriented features such as attribute overriding, variable shading, and the use of super or related notations (to refer to elements of a superclass) are not considered here. They are only syntactic abbreviations that can be easily eliminated by preprocessing.

We consider that the names of classes, attributes, methods (except for method overriding), local variables and parameters are different. This allows us to write simpler predicates while not imposing any relevant practical limitation, both in the semantics and in the laws.

As we have said in the introductory chapters, we are interested in general object-oriented features. By now we postponed the treatment of exceptions, garbage collection or concurrency, for example. These features can be a target of future work.

### 4.2 Observational Variables

In addition to the programming variables and their dashed counterparts, and to $o k$ and $o k^{\prime}$ from the theory of designs, our theory includes several extra observational variables. We introduce a variable $c l s$ to record the class names; a variable $s c$ to record the subclass relation; and a variable atts to record the names and types of the attributes of every class.

Definition 2 (Classes). The set of classes is recorded in $c l s: \mathbb{P}$ name.
This observational variable allows us to introduce new types other than the primitive ones. For this variable, a special value, useful in the context of examples, is given below.

$$
c l s^{0}=\{\text { Object }\}
$$

We consider that Object is a valid class name.
Definition 3 (Subclasses). The subclass relation is recorded in $s c:$ name $\mapsto$ name.
This is a mapping that associates a class name to the name of its immediate superclass. One special value for this variable is defined below.

$$
s c^{0}=\{ \}
$$

Usually, in object-oriented languages, Object does not have a parent. Therefore, it cannot be present in the domain of $s c$, as constrained by $\mathbf{O O 2}$ presented in the next section.

Using $s c$, we can define the subtyping relation $A \preceq B$, which holds if $A$ is associated to $B$ in the reflexive and transitive closure $s c^{*}$ of $s c$, or if both types are equal (it includes primitives). The inclusion of primitive types allows us to simplify definitions.

$$
A \preceq B \widehat{=}(A, B) \in s c^{*} \vee A=B
$$

The subtyping relation is important in an object-oriented context to establish the well-definedness of assignments and attribute accesses, as we explain in Sections 4.6.1 and 4.7.1. The inclusion of extra primitive types, apart from $\mathbb{B}$ (booleans) and $\mathbb{Z}$ (integers) presented in this work, is not a problem. The strict subtyping relation is denoted by $\prec$, and is defined by

$$
A \prec B \widehat{=}(A, B) \in s c^{+}
$$

Definition 4 (Attributes). The attributes information is recorded in atts : name $\mapsto($ name $\mapsto$ Type).
This is a mapping from a class name to a description of its attributes that maps each attribute name to its type. Here Type stands for any primitive type, or any name in cls, that is,

$$
\text { Type }:=\{\mathbb{B}, \mathbb{Z}\} \cup \text { cls }
$$

Once again, because of Object special characteristics, we define a special value for this mapping to be used in examples. In this case, we have a mapping which says that the set of attributes for Object is empty.

$$
\text { atts }^{0}=\{\text { Object } \mapsto \emptyset\}
$$

Notice, however, that using the normalization strategy presented in [BSCC04], this set of attributes associated to Object can be extended.

Definition 5 (Methods). Method names are part of the alphabet of the theory. Their values are texts of parametrised programs ( $\mathrm{pds} \bullet \mathrm{p}$ ), where pds is a list of parameter declarations, and p is a program: the body of the parametrised program, which uses the parameters.

We write ( $\mathrm{pds} \bullet \mathrm{p}$ ) rather than $(p d s \bullet p)$ to indicate that the values are texts ( $\mathrm{pds} \bullet \mathrm{p}$ ) of parametrised programs, rather than their meanings ( $p d s \bullet p$ ). Value (val), result (res), and valueresult (valres) parameters are allowed. The notation pds stands for any parameter declaration list, possibly including the three parameter passing mechanisms. For example, val $x: X$; res $y: Y$; valres $z: Z$ is a valid instance of pds, where $x, y$, and $z$ are variable names and $X, Y$, and $Z$ are their types. The function types applied to a list of parameter declarations yields the parameter types as a set. For instance, types applied to the example above yields $\{X, Y, Z\}$.

The values of the observational variables named after methods are parametrised nested conditionals with each branch representing the meaning of a method redefinition. For instance, considering that $C$ is a subclass of $B$, which is itself a subclass of $A$, and that $m$ is a parameterless method defined in $A$ (with body $m a$ ), and redefined in both $B$ and $C$, with bodies $m b$ and $m c$, the value of $m$ is

```
valres self:Object \bulletmc}\triangleleft\mathrm{ self is }C\triangleright(mb\triangleleftself is B\triangleright (ma &self is A\triangleright 的oo)
```

Based on the type of the current object (self), the nested conditional allows selection of the most specialized version of $m$. When $m$ is not defined for a given class, then the behaviour of a call to $m$ with an object of this class as a target is unpredictable (the bottom predicate of our theory $\perp_{o o}$, defined in the next section). The type test self is $N$, for a class name $N$, checks whether the value of self is an object of class $N$, or one of its subclasses. This is why, in the type tests for self, the more specialized classes are considered first. In the UTP, programs (and specifications) are predicates; there is no notation to distinguish the text of a program from its semantics. Here, just like in [HH98, Chapter 10] we introduce the distinction. The values of method observational variables have to be texts to allow the use of a syntactic function to capture dynamic binding (see Section 4.4.3).

Finally, for each programming variable $x$, besides $x$ itself and $x^{\prime}$, we include in the alphabet two more observational variables $x t$ and $x t^{\prime}$ to record the declared type of $x$. This is potentially different from the actual (runtime) type of the value of $x$, which can be an object of a subclass of the type recorded in $x t$, when this is a class.

### 4.3 Healthiness Conditions

We have identified some healthiness conditions of our theory, that is, some predicates that are expected to be valid for all object-oriented specifications (and programs). The first one says that Object is a valid type.

$$
\text { OO1 } P=P \wedge \text { Object } \in c l s
$$

Our theory relies on a superclass of all classes, represented by the Object type. An example of a cls instance that satisfy this predicate is $c l s^{0}$. Also, every class has a parent, except Object.

$$
\text { OO2 } P=P \wedge \operatorname{dom} s c=c l s \backslash\{\text { Object }\}
$$

The top most superclass for all classes is Object, therefore cyclic references are not allowed. Moreover, according to $\mathbf{O O 2}$, a parent class in $s c$ is necessarily present in cls.

OO3 $P=P \wedge \forall C: \operatorname{dom} s c \bullet(C$, Object $) \in s c^{+}$

For all classes present in $c l s$, there is a corresponding mapping in atts that records the attribute names and types.

$$
\mathrm{OO} 4 P=P \wedge \operatorname{dom} \text { atts }=c l s
$$

The names of attributes are different for all classes.

$$
\text { OO5 } P=P \wedge \forall C_{1}, C_{2}: \operatorname{dom} \text { atts } \bullet C_{1} \neq C_{2} \wedge \operatorname{dom}\left(\operatorname{atts}\left(C_{1}\right)\right) \cap \operatorname{dom}\left(\operatorname{atts}\left(C_{2}\right)\right)=\emptyset
$$

All attributes must have valid types, primitives or defined in cls.

$$
\text { OO6 } P=P \wedge \operatorname{ran}(\bigcup \operatorname{ran} \text { atts }) \subseteq\{\mathbb{B}, \mathbb{Z}\} \cup \text { cls }
$$

We name the composition of these conditions $\mathrm{OOI} \widehat{=} \mathrm{OO} \circ \mathrm{OO2} \circ \mathrm{OO3} \circ \mathrm{OO4} \circ \mathrm{OO5} \circ 006$. These healthiness conditions constrain the initial values of the variables. Predicates in our theory must preserve these properties for the final values of these observational variables; thus we have a similar set of healthiness conditions for the output variables.

OO7 $P=P \wedge$ Object $\in$ cls $^{\prime}$

OO8 $P=P \wedge \operatorname{dom} s c^{\prime}=c l s^{\prime} \backslash\{$ Object $\}$

O09 $P=P \wedge \forall C: \operatorname{dom} s c^{\prime} \bullet(C$, Object $) \in s c^{\prime+}$
$0010 P=P \wedge \operatorname{dom}$ atts $^{\prime}=c l s^{\prime}$
$0011 P=P \wedge \forall C_{1}, C_{2}: \operatorname{dom}$ atts $^{\prime} \bullet C_{1} \neq C_{2} \wedge \operatorname{dom}\left(\operatorname{atts}^{\prime}\left(C_{1}\right)\right) \cap \operatorname{dom}\left(\right.$ atts $\left.^{\prime}\left(C_{2}\right)\right)=\emptyset$

OO12 $P=P \wedge \operatorname{ran}\left(\bigcup \operatorname{ran}\right.$ atts $\left.^{\prime}\right) \subseteq\{\mathbb{B}, \mathbb{Z}\} \cup$ cls $^{\prime}$

The healthiness conditions $\mathbf{O O 7 - 1 2}$, however, can be replaced by the following condition expressed in terms of the identity of our theory. In Law $<\mathbf{O O} 7-12, \mathbf{O O} 13$-equivalence $>$ we prove this equivalence.

$$
\mathbf{0 0 1 3} P=P ; \Pi_{o o}
$$

The set of predicates that satisfy all these healthiness conditions is our theory of object-orientation. It is a complete lattice, and its bottom is

$$
\perp_{o o} \widehat{=} \mathbf{O O}(\perp)
$$

where $\mathbf{O O}$ is the functional composition of OO1-12. The identity of our theory, denoted by $\Pi_{o o}$, is the result of the application of OOI to the relational identity, II $\left(c l s^{\prime}=c l s \wedge s c^{\prime}=s c \wedge a^{\prime} t s^{\prime}=\ldots\right)$.

$$
\Pi_{o o} \widehat{=} \mathrm{OOI}(\Pi)
$$

Our healthiness conditions are idempotent, and the UTP constructs are closed under these conditions. Below, we present some laws that are valid confirming this result; those rules left out are similar. All laws and their proofs are fully presented in the Appendix B.

Law <OO1-idempotent>

$$
\mathrm{OO1} \circ \mathrm{OO1}=\mathrm{OO} 1
$$

Law <OO1-^-closure>
$\mathbf{O O 1}(P \wedge Q)=P \wedge Q$, provided $P$ and $Q$ are $\mathbf{O O 1}$ healthy.

Law <OO1-V-closure>
$\mathrm{OO1}(P \vee Q)=P \vee Q$, provided $P$ and $Q$ are $\mathbf{O O 1}$ healthy.

Law $<$ OO1 -_ $\triangleleft \_$- _-closure $>$
$\mathbf{O O 1}(P \triangleleft b \triangleright Q)=P \triangleleft b \triangleright Q$, provided $P$ and $Q$ are OO1 healthy.

Law <OO1-; -closure>
$\mathrm{OO1}(P ; Q)=P ; Q$, provided $P$ and $Q$ are $\mathbf{O O 1}$ healthy.

Law <OO1- $\mu$-closure>
OO1 $(\mu X \bullet F(X))=\mu X \bullet F(X)$, provided $F(X)$ is OO1 healthy.

Similar results are proved for the other healthiness conditions in much the same way. The order of application of OO 1 and OO 2 is irrelevant. This result, the forthcoming laws related to commutativity, and similar results for 007-12 prove that there is a subset of relations involving $c l s, s c$ and atts where all healthiness conditions OO1-12 are satisfied. As already said, this subset
is our theory of object-orientation, and we have already shown that the application of conjunction, disjunction, sequence and recursion are closed in this subset.

Law <001-002-commutativity>
$\mathrm{OO} \circ \mathrm{OO}=\mathrm{OO} \circ \mathrm{OO} 1$

Law <OO1-OO3-commutativity>
$\mathrm{OO1} \circ \mathrm{OO3}=\mathbf{0 O 3} \circ \mathrm{OO1}$

Law <OO1-OO4-commutativity>
$\mathrm{OO} 1 \circ \mathrm{OO} 4=\mathrm{OO} 4 \circ \mathrm{OO} 1$

Law <001-005-commutativity>
$\mathrm{OO} \circ \mathrm{OO5}=\mathrm{OO} \circ \mathrm{OO} 1$

Law <OO1-OO6-commutativity>
$\mathrm{OO1} \circ \mathrm{OO6}=\mathrm{OO} \circ \mathrm{OO} 1$

Law <OO2-OO3-commutativity>
$\mathrm{OO} 2 \circ \mathrm{OO}=\mathrm{OO} \circ \mathrm{OO} 3$

Law <OO2-OO4-commutativity>
$\mathrm{OO} 2 \circ \mathrm{OO} 4=\mathrm{OO} 2 \circ \mathrm{OO} 4$

The complete list is in Appendix B. The composition of OO7-OO12 can be replaced by the application of OO 13 .

Law <OO7-12,OO13-equivalence $>$
$\mathrm{OO13}=\mathrm{OO} 7 \circ \mathrm{OO} \circ \mathrm{OO9} \circ \mathrm{OO} 10 \circ \mathrm{OO} 11 \circ \mathrm{OO} 12$

### 4.4 Declarations

In this section we provide the meaning for class, attribute, and method declarations, and some examples. The general form of the declarations are shown in Table 4.1.

| Construct | Description |
| :--- | :--- |
| class $A$ extends $B$ | Introduces a new class $A$, subclass of $B$. |
| att $A x: T$ | Introduces an attribute $x$ of type $T$ in the class named $A$. |
| meth $A m=(p d s \bullet p)$ | Introduces a method $m$ with formal parameters $p d s$ and body $p$ <br> in the class named $A$. |

Table 4.1: Object-oriented declarations.
To each design that we define, we apply the composition of the healthiness conditions OO1 to OO12, that is OO, to guarantee that the initial values of the variables are valid and the restrictions over $c l s^{\prime}$, $s c^{\prime}$, and atts' hold.

### 4.4.1 Classes

As mentioned before, our aim is to add each feature of object-orientation in isolation. In this direction, a class declaration introduces just a new type, with an empty set of attributes and methods.

Definition 6 (Class introduction). The declaration of a class is defined as shown below.

$$
\text { class } A \text { extends } B \widehat{=} \mathbf{O O}\left(\binom{A \notin \text { Type } \wedge}{B \in c l s} \vdash\left(\begin{array}{l}
c l s^{\prime}=c l s \cup\{A\} \wedge \\
s c^{\prime}=s c \cup\{A \mapsto B\} \wedge \\
\text { atts }=a t t s \cup\{A \mapsto \emptyset\} \wedge \\
w^{\prime}=w
\end{array}\right)\right)
$$

where $w=\operatorname{in} \alpha($ class $A$ extends $B) \backslash\{c l s, s c, a t t s\}$
The design introduces a record of class $A$ in $c l s$ and associates it in the relation sc with $B$ as its immediate superclass. Only new names are allowed ( $A \notin$ Type), and class $B$ needs to have been previously declared $(B \in c l s)$. An entry for $A$ in atts is added associated with an empty mapping. No other observational variable $w$ is modified. As explained before, in the UTP, $\operatorname{in} \alpha($ class $A$ extends $B)$ is the input alphabet of the program class $A$ extends $B$.

The postcondition of the design establishes new final values for the observational variables of our theory; these values satisfy the properties required by the healthiness conditions 007-12. More specifically, we do not remove Object from cls' (OO7 satisfied); the domain of $s c$ is extended with a new class $(A)$ in $c l s$ associated with $B$, and the precondition guarantees that $B$ is already
in cls' (OO8 and OO9 satisfied); the domain of atts is extended to include the new class $A$ introduced in cls (OO10 satisfied); and attribute name is new and has a valid type (OO11 and OO12 satisfied). For a simple declaration class $A$, we have the obvious meaning.

## class $A=$ class $A$ extends Object

Example 3 (Class declaration). For our simple banking application, we declare the classes Account, which depicts an account of a bank, BAccount, an extension of Account to hold bonus information, Contact, to hold traditional contact information, and EContact, an extension of Contact to hold electronic contact information. The meaning of the sequence of declarations of these classes is the sequence below.

```
class Account;
class BAccount extends Account;
class Contact;
class EContact extends Contact
```

$=$

$$
\begin{aligned}
& \mathbf{O O}\left(\binom{\text { Account } \notin\{\mathbb{B}, \mathbb{Z}\} \cup \text { cls } \wedge}{\text { Object } \in \text { cls }} \vdash\left(\begin{array}{l}
c l s^{\prime}=c l s \cup\{\text { Account }\} \wedge \\
s c^{\prime}=s c \cup\{\text { Account } \mapsto \text { Object }\} \wedge \\
\text { atts }^{\prime}=\text { atts } \cup\{\text { Account } \mapsto \emptyset\}
\end{array}\right)\right) ; \\
& \mathbf{O O}\left(\binom{\text { BAccount } \notin\{\mathbb{B}, \mathbb{Z}\} \cup \text { cls } \wedge}{\text { Account } \in \text { cls }} \vdash\left(\begin{array}{l}
\text { cls }{ }^{\prime}=\text { cls } \cup\{\text { BAccount }\} \wedge \\
\text { sc } c^{\prime}=\text { sc } \cup\{\text { BAccount } \mapsto \text { Account }\} \wedge \\
\text { atts }=\text { atts } \cup\{\text { BAccount } \mapsto \emptyset\}
\end{array}\right)\right) ; \\
& \mathbf{O O}\left(\binom{\text { Contact } \notin\{\mathbb{B}, \mathbb{Z}\} \cup \text { cls } \wedge}{\text { Object } \in \text { cls }} \vdash\left(\begin{array}{l}
\text { cls } s^{\prime}=\text { cls } \cup\{\text { Contact }\} \wedge \\
\text { sc } c^{\prime}=\text { sc } \cup\{\text { Contact } \mapsto \text { Object }\} \wedge \\
\text { atts }^{\prime}=\text { atts } \cup\{\text { Contact } \mapsto \emptyset\}
\end{array}\right)\right) ; \\
& \mathbf{O O}\left(\binom{\text { EContact } \notin\{\mathbb{B}, \mathbb{Z}\} \cup \text { cls } \wedge}{\text { Contact } \in \text { cls }} \vdash\left(\begin{array}{l}
\text { cls }=\text { cls } \cup\{\text { EContact }\} \wedge \\
\text { sc } c^{\prime}=\text { sc } \cup\{\text { EContact } \mapsto \text { Contact }\} \wedge \\
\text { atts }=\text { atts } \cup\{\text { EContact } \mapsto \emptyset\}
\end{array}\right)\right)
\end{aligned}
$$

The meaning of sequence in our theory is the same as that in the UTP. If we consider that $c l s, s c$, and atts are equal to $c l s^{0}, s c^{0}$, and $a t t s^{0}$, respectively, the sequence above specifies the following values for $c l s^{\prime}, s c^{\prime}$ and $\mathrm{atts}^{\prime}$.

$$
c^{\prime} s^{\prime}=\left\{\begin{array}{l}
\text { Object, } \\
\text { Account, } \\
\text { BAccount, } \\
\text { Contact, } \\
\text { EContact }
\end{array}\right\}, s c^{\prime}=\left\{\begin{array}{l}
\text { Account } \mapsto \text { Object, } \\
\text { BAccount } \mapsto \text { Account }, \\
\text { Contact } \mapsto \text { Object, } \\
\text { EContact } \mapsto \text { Contact }
\end{array}\right\}, \text { and atts }=\left\{\begin{array}{l}
\text { Object } \mapsto \emptyset, \\
\text { Account } \mapsto \emptyset, \\
\text { BAccount } \mapsto \emptyset, \\
\text { Contact } \mapsto \emptyset, \\
\text { EContact } \mapsto \emptyset
\end{array}\right\}
$$

### 4.4.2 Attributes

We can introduce attributes in atts for those classes already in cls.

Definition 7 (Attribute introduction). To introduce an attribute $x$ of type $T$ in class $A$ we can use the construct defined below.
$\operatorname{att} A x: T \widehat{=} \mathbf{O O}\left(\left(\begin{array}{l}A \in \operatorname{cls} \wedge \\ x \notin \operatorname{dom} \mathcal{C}(\text { atts }, c l s) \wedge \\ T \in \text { Type }\end{array}\right) \vdash\binom{a^{\prime t t s}=\operatorname{atts} \oplus\{A \mapsto(\operatorname{atts}(A) \cup\{x \mapsto T\})\} \wedge}{w^{\prime}=w}\right)$
where $w=\operatorname{in\alpha }(\operatorname{att} A x: T) \backslash\{a t t s\}$
and $\mathcal{C}(a m a p, c s e t)=\bigcup\{N:$ cset $\bullet \operatorname{amap} N\}$,
amap is an attribute mapping, and cset is class set.
If we try to declare an attribute of a class that has not been declared previously, with a name that was already used, or of a type that is not primitive or present in cls, the declaration aborts. The set $\mathcal{C}$ is a useful abbreviation for a mapping of all attributes of any class to their corresponding types, calculated from an attribute mapping as defined for atts, and a class set as cls. Our healthiness conditions OO7-12 are not a problem; the design does not change the variables $c l s$ and $s c$, and the domain of atts is not changed.

We can declare several attributes simultaneously, with the obvious meaning.

$$
\left.\begin{array}{r}
\text { att } A x 1: T 1, x 2: T 2, \ldots=\text { att } A x 1: T 1 ; \text { att } A x 2: T 2 ; \ldots \\
\text { att } A x 1: T 1, B x 2: T 2, \ldots=
\end{array}\right) \text { att } A x 1: T 1 ; \text { att } B x 2: T 2 ; \ldots .
$$

Our notation allows interleaving concerning with the order of class, attribute, and method declaration. For example, the sequence below is allowed.

```
class A; att Ax:\mathbb{Z}; class B extends A; att A y:\mathbb{B};\mathrm{ att }Bz:A
```

In this case, the attribute $y$ of class $A$ is declared after the declaration of class $B$. In fact, if we have recursive classes, the required order of the declaration is different from that adopted in languages where classes are blocks. For example, if a class $A$ has an attribute $x$ whose type is a subclass $B$ of $A$, then the following order of declaration is required.
class $A$; class $B$ extends $A$; att $A x: B$
Transforming the class-based declarations of an object-oriented language into an appropriate sequence of class and attribute declarations is a simple task. For methods, similar considerations apply; mutual recursion, however, is further discussed in Section 4.7.4.

Example 4 (Attribute declaration). This example adds some attributes to the classes of Example 3.

```
att Account number : \mathbb{Z, balance : \mathbb{Z, contact : Contact;}}\mathbf{}\mathrm{ ,}
att BAccount bonus:\mathbb{Z}
att Contact phone:\mathbb{Z}
att EContact icq : \mathbb{Z}
```

$\mathbf{O O}\left(\left(\begin{array}{l}\text { Account } \in \text { cls } \wedge \\ \text { number } \notin \operatorname{dom} \mathcal{C}(\text { atts, cls }) \wedge \\ \mathbb{Z} \in\{\mathbb{B}, \mathbb{Z}\} \cup \text { cls }\end{array}\right) \vdash\right.$ atts $=$ atts $\oplus\{$ Account $\mapsto$ atts $($ Account $) \cup\{$ number $\left.\mapsto \mathbb{Z}\}\}\right) ;$
$\mathbf{O O}\left(\left(\begin{array}{l}\text { Account } \in \text { cls } \wedge \\ \text { balance } \notin \text { dom } \mathcal{C}(\text { atts, cls }) \wedge \\ \mathbb{Z} \in\{\mathbb{B}, \mathbb{Z}\} \cup \text { cls }\end{array}\right) \vdash\right.$ atts $^{\prime}=$ atts $\oplus\{$ Account $\mapsto$ atts $($ Account $) \cup\{$ balance $\left.\mapsto \mathbb{Z}\}\}\right) ;$
$\mathbf{O O}\left(\left(\begin{array}{l}\text { Account } \in \text { cls } \wedge \\ \text { contact } \notin \operatorname{dom} \mathcal{C}(\text { atts, cls }) \wedge \\ \text { Contact } \in\{\mathbb{B}, \mathbb{Z}\} \cup \text { cls }\end{array}\right) \vdash\right.$ atts $=$ atts $\oplus\{$ Account $\mapsto$ atts $($ Account $) \cup\{$ contact $\mapsto$ Contact $\left.\}\}\right)$;
$\mathbf{O O}\left(\left(\begin{array}{l}\text { BAccount } \in \text { cls } \wedge \\ \text { bonus } \notin \operatorname{dom} \mathcal{C}(\text { atts, cls }) \wedge \\ \mathbb{Z} \in\{\mathbb{B}, \mathbb{Z}\} \cup \text { cls }\end{array}\right) \vdash\right.$ atts $^{\prime}=$ atts $\oplus\{$ BAccount $\mapsto$ atts $($ BAccount $) \cup\{$ bonus $\left.\mapsto \mathbb{Z}\}\}\right) ;$
$\mathbf{O O}\left(\left(\begin{array}{l}\text { Contact } \in \text { cls } \wedge \\ \text { phone } \notin \operatorname{dom} \mathcal{C}(\text { atts, cls }) \wedge \\ \mathbb{Z} \in\{\mathbb{B}, \mathbb{Z}\} \cup \text { cls }\end{array}\right) \vdash\right.$ atts ${ }^{\prime}=$ atts $\oplus\{$ Contact $\mapsto$ atts $($ Contact $) \cup\{$ phone $\left.\mapsto \mathbb{Z}\}\}\right) ;$
$\mathbf{O O}\left(\left(\begin{array}{l}\text { EContact } \in \text { cls } \wedge \\ \text { icq } \notin \operatorname{dom} \mathcal{C}(\text { atts }, \text { cls }) \wedge \\ \mathbb{Z} \in\{\mathbb{B}, \mathbb{Z}\} \cup \text { cls }\end{array}\right) \vdash\right.$ atts $=$ atts $\oplus\{$ EContact $\mapsto$ atts $(E C o n t a c t) \cup\{$ icq $\left.\mapsto \mathbb{Z}\}\}\right)$
We use the definition of attribute declaration for each element of the sequence, starting with the attribute number, and ending with $i c q$. If we suppose that the declaration above comes after the class declarations of Example 3, the expected final value of atts is as follows.

$$
\text { atts }^{\prime}=\left\{\begin{array}{l}
\text { Object } \mapsto \emptyset, \\
\text { Account } \mapsto\{\text { number } \mapsto \mathbb{Z}, \text {, balance } \mapsto \mathbb{Z}, \text { contact } \mapsto \text { Contact }\}, \\
\text { BAccount } \mapsto\{\text { bonus } \mapsto \mathbb{Z}\}, \\
\text { Contact } \mapsto\{\text { phone } \mapsto \mathbb{Z}\}, \\
\text { EContact } \mapsto\{\text { icq } \mapsto \mathbb{Z}\}
\end{array}\right\}
$$

For a given class $N$, we define $\mathcal{U}(\operatorname{amap}, \operatorname{smap}, N)$ to be a mapping that records all the attributes of $N$, including those declared in its superclasses, considering an attribute mapping amap, and a subclass relation smap defined with the same types of atts, and $s c$, respectively. We define $\mathcal{U}(a m a p, \operatorname{smap}, N)$ as:

$$
\mathcal{U}(\operatorname{amap}, \operatorname{smap}, N)=\bigcup \operatorname{amap}\left(\operatorname{smap}^{*}(\{N\} D)\right.
$$

In words, $\mathcal{U}(a t t s, s c, N)$ contains all the attribute declarations of all classes related to $N$ by the reflexive and transitive closure of the superclass relation, considering the current attributes in atts and subclass relation $s c$. This function is useful to define object creation and also to check if an instance of an object is well-defined.

### 4.4.3 Methods

For a method declaration to succeed, the class to which it is associated must have been introduced before, and all formal parameters, passed by value (val), result (res) or value-result (valres), must have primitive types or those introduced in cls. The result depends on whether the method is being declared for the first time or not. If it is $(m \notin \alpha(\boldsymbol{m e t h} A m=p d s \bullet p)$ ), then the definition below applies. The new name $m$ is introduced in the alphabet using a variable declaration.

Definition 8 (New method introduction). For new methods, the declaration is defined as follows.

```
meth \(A m=(p d s \bullet p) \widehat{=}\)
    \(\mathbf{O O}\left(\operatorname{var} m ;\binom{A \in \operatorname{cls} \wedge}{\forall t \in \operatorname{types}(p d s) \bullet t \in\right.\) Type }\(\vdash\binom{m^{\prime}=\operatorname{pds}_{e} \bullet\left(\mathrm{p} \triangleleft \operatorname{self}\right.\) is \(\left.\left.\mathrm{A} \triangleright \perp_{o o}\right) \wedge}{w^{\prime}=w}\right)\)
```

provided $m \notin \alpha($ meth $A m=(p d s \bullet p))$
where $\mathrm{pds}_{e}=$ valres self:Object; pds and $w=i n \alpha(\operatorname{meth} A m=(p d s \bullet p))$

The value of $m^{\prime}$ is the text of a parametrised program. Methods are higher-order, parametrised program-valued variables, much in the same way as in the theory of higher-order procedures and parameters of the UTP. The parameters of $m^{\prime}$ are those in $p d s$ and an extra parameter self to represent the target of a call; its type is $\boldsymbol{O b j e c t}$. We use the notation pds $\boldsymbol{s}_{e}$ to represent this extended parameter list. Just as with var $x$, which introduces in the alphabet new variables $x$ and $x^{\prime}$, for meth $A m$, we introduce in the alphabet the variables $m$ and $m^{\prime}$, and use a design to define the value of $m^{\prime}$.

For the case of a redefinition of a method $m(m \in \alpha($ meth $A m=p d s \bullet p))$ we have another definition.

Definition 9 (Method redefinition). If the method name declared is not new, the corresponding definition is the following.
$\operatorname{meth} A m=(p d s \bullet p) \widehat{=} \mathbf{O O}\left(\binom{A \in c l s \wedge}{\exists \mathrm{q} \bullet m=\mathrm{pds}_{e} \bullet \mathrm{q}} \vdash\left(\exists \mathrm{q} \bullet\left(\begin{array}{l}m=\mathrm{pds}_{e} \bullet \mathrm{q} \wedge \\ m^{\prime}=\mathrm{pds}_{e} \bullet j o i n \\ w^{\prime}=w\end{array}(A, \mathrm{p}, \mathrm{q}) \wedge\right)\right)\right)$
provided $m \in \alpha($ meth $A m=(p d s \bullet p))$
where pds $e_{e}=$ valres self:Object; pds, $w=\operatorname{in\alpha }($ meth $A m=(p d s \bullet p)) \backslash\{m\}$ and
$\operatorname{join}\left(A, \mathrm{p}, \perp_{o o}\right)=\mathrm{p} \triangleleft \operatorname{self}$ is $\mathrm{A} \triangleright \perp_{o o}$
$\operatorname{join}\left(A, \mathrm{p}, \mathrm{q}_{l} \triangleleft \operatorname{self}\right.$ is $\left.\mathrm{B} \triangleright \mathrm{q}_{r}\right)=\left\{\begin{array}{l}\mathrm{p} \triangleleft \operatorname{self} \text { is } \mathrm{A} \triangleright\left(\mathrm{q}_{l} \triangleleft \operatorname{self} \text { is } \mathrm{B} \triangleright \mathrm{q}_{r}\right), \text { if } A \prec B \\ \mathrm{q}_{l} \triangleleft \operatorname{self} \text { is } \mathrm{B} \triangleright \operatorname{join}\left(A, \mathrm{p}, \mathrm{q}_{r}\right) \quad \text {, otherwise }\end{array}\right.$
$\operatorname{join}(A, \mathrm{p}, \mathrm{q})=\perp_{o o}$, for programs q of every other form

If the method declaration is a redefinition, the method signature must be exactly the same as that of the existing method, and a new conditional is built to take into account the class hierarchy. The definition of the syntactic function join deals with redefinition of $m$ both in superclasses and in subclasses of the class where the original definition is placed. The use of join allows us to introduce the method values as (parametrised) programs in a form where dynamic binding is already resolved, as in algebraic methods [BS00, BSCC04] and in the weakest precondition approach [CN00]. As already said, the special variable self denotes the target of the method call. All references to attributes in method bodies must be prefixed with self; variables without this prefix are formal parameters or local variables.

We give the meaning of a parametrised program as a function from a value or a variable name to a program (or predicate). We consider each of the mechanisms of parameter passing individually; the definitions reflect the standard way of implementing them.

For a value parameter, the semantics is a higher-order function that takes the value of the argument and gives the program that declares the formal parameter as a local variable and initializes it with the argument.

$$
(\operatorname{val} v: T \bullet p) \widehat{=}(\lambda w: T \bullet(\operatorname{var} v: T ; v:=w ; p ; \text { end } v: T))
$$

A function that models a parametrised program with a parameter passed by result takes as argument the name of a variable: an element of the syntactic category $\mathcal{N}$. This is the argument in a method call.

```
(res v:T\bullet p) 人}(\lambdaw:\mathcal{N}\bullet(\operatorname{var}v:T;p;w:=v; end v:T)
```

In this case, the local variable corresponding to the formal parameter is not initialized; its value is assigned to the argument.

For a value-result parameter, the definition is as expected: the local variable is initialized and then assigned to the argument in the end.

$$
(\text { valres } v: T \bullet p) \widehat{=}(\lambda w: \mathcal{N} \bullet(\operatorname{var} v: T ; v:=w ; p ; w:=v ; \text { end } v: T))
$$

The parameter of the function is again a program variable.
Lambda-reduction is extended to cope with variable parameters: elements of the syntactic category $\mathcal{N}$. It is an abstraction over four arguments: a variable, the corresponding type variable, and their dashed counterparts. A similar semantics for parametrisation was presented in [CSW05].

$$
(\lambda x: \mathcal{N} \bullet p)(y) \widehat{=} p\left[y, y^{\prime}, y t, y t^{\prime} / x, x^{\prime}, x t, x t^{\prime}\right]
$$

Example 5 (Method declaration). In this example we show the semantics of method declarations, considering that cls is the one defined in Example 3, and atts is that defined in Example 4. We
introduce a method credit for Account, and we redefine it for class BAccount to also increase the value of a bonus variable.

```
meth Account credit \(=(\operatorname{val} x: \mathbb{Z} \bullet\) self.balance \(:=\) self.balance \(+x)\);
meth BAccount credit \(=(\operatorname{val} x: \mathbb{Z} \bullet\) self.bonus \(:=\) self.bonus \(+1 ;\) self.balance \(:=\) self.balance \(+x)\)
```

We observe that, in the body of the redefinition of credit for BAccount, we have a repetition of the code in the body of credit as defined for Account. In a programming language, this is likely to be written as super. $\operatorname{credit}(x)$ or using some other similar notation that avoids code repetition. As we explained in Section 4.2, however, semantically, these constructs can be removed using a copy rule. For this reason, we do not consider this issue here. The meaning of the two method declarations is given by the sequence below.
$\mathbf{O O}\left(\operatorname{var}\right.$ credit $;\left(\right.$ Account $\in \operatorname{cls} \vdash \operatorname{credit}^{\prime}=\binom{$ valres self:Object; val $\mathrm{x}: \mathbb{Z} \bullet}{$ self.balance..$\triangleleft$ self is Account $\left.\triangleright \perp_{o o}}\right)$;


If we eliminate the sequential composition, the value of the variable $q$ existentially quantified in the second design is determined to be the body of credit as defined in the first design. With that, we can calculate the result of join. The final value of credit is of the following form.

```
valres self:Object; val x:\mathbb{Z}
    self.bonus := self.bonus + 1;... }\checkmark\mathrm{ self is BAccountD
        (self.balance := self.balance + x }\triangleleft\mathrm{ self is Account }\triangleright\mp@subsup{\perp}{oo}{}\mathrm{ )
```

The conditional generated by join selects the appropriate command depending on the type of self. This is the expected behaviour in the presence of dynamic binding.

### 4.5 Variables

In [HH98], type information is not explicitly recorded for the variables. In an object-oriented language, where types play a central role, this is not appropriate. In our theory, the values of the variables are pairs, whose first element is the (runtime) type of the variable, and the second is the value itself. We define the construct var $x: T$ for typed declaration of variables, where $T$ is the static type of the variable $x$.

Definition 10 (Variable declaration).

$$
\begin{aligned}
& \operatorname{var} x: T \widehat{=} \mathbf{O O}\left(\{T \in T y p e\}_{\perp} ; \operatorname{var} x t, x ; \operatorname{true} \vdash x t^{\prime}=T \wedge x^{\prime} \in \mathcal{V}(T) \wedge w^{\prime}=w\right) \\
& \text { provided } x \notin \operatorname{in\alpha }(\operatorname{var} x: T) \text { and } w=\operatorname{in\alpha }(\operatorname{var} x: T)
\end{aligned}
$$

We use the existing var construct to introduce both $x$ and $x t$ in the alphabet. In the definition, we require that $T$ is a valid type, if it is invalid the sequential composition aborts. For that, we use an assertion, defined in Chapter 3. Otherwise, the type $x t$ of $x$ is defined to be $T$, and an arbitrary element of $T$ is chosen as its initial value. All the other variables are not changed. In assignments to $x$ its value, which is a pair $\left(e_{t}, e_{v}\right)$, may change, but $x t$ does not.

To complete this definition, we need to define the set of elements $\mathcal{V}(C)$ of a type $C$. These are pairs in which the first element is a subclass $A$ of $C$, possibly $C$ itself, and the second element is either the special value null or a mapping (record) that associates a value to the name of each of the attributes of $A$, in the case of classes. For primitives types the second value is a primitive value, such as 1 , for integer, or true for booleans. A formal definition is a function that takes $s c$ and atts as parameters; a similar function is specified in [CN00]. As with var $x$, our typed declaration is a non-homogeneous relation: the alphabet of var $x: T$ does not include $x$ or $x t$.

The definition of end $x: T$ (the construct used to finalize the scope of $x$ ) is similar to that in the UTP for end $x$. There are no concerns with type at the end of the scope of a variable, but we need to close the scope of both $x$ and $x t$.

Definition 11 (Variable removal).

$$
\text { end } x: T \widehat{=} \mathbf{O O}(\mathbf{e n d} x, x t)
$$

The discussion about the structure of values is extremely important to the definition of object value, and the correctness of assignments and method calls. This interpretation of variables and values is not against the principles of the UTP; we have just made explicit the representation of values in order to handle the concepts of object-orientation.

### 4.6 Expressions

In this section, we specify well-definedness rules for expressions, and the semantics of object creation, type test, type cast, and attribute accesses.

### 4.6.1 Well-definedness

Our theory includes new forms of expression $e$ characterised by the BNF-like definition in Table D.1. There, $v$ is a primitive or object value. The expressions $l e$, named left expressions are

$$
\begin{aligned}
e & ::=v|l e| \text { new } N \mid e \text { is } N|(N) e| f(e) \mid \text { null } \\
l e & ::=x \mid \text { self } \mid l e . x
\end{aligned}
$$

Table 4.2: BNF for object-oriented expressions.
ordinary variable names or the special variable named self, followed by a (possibly empty) sequence of dot-separated names. The expression new $N$ is an object creation, $e$ is $N$ is a type test, and $(N) e$ is a type cast. There is also a group of built-in operations over expressions, like, for instance, arithmetic and relational operators, denoted by $f(e)$.

For an expression $e$, we write $e_{t}$ to denote the first element of the value of $e$, and $e_{v}$ to denote the second element. In other words, $e_{t}$ is the type of the value of $e$, and $e_{v}$ is the value itself forming a pair $\left(e_{t}, e_{v}\right)$. The construct null actually stands for a family of values, one for each class. The type held by $e_{t}$ in this case is inferred from the context. For instance, in an assignment $x:=$ null, we have that $e_{t}=x t$; this means that the runtime type of null is the declared type of $x$.

The well-definedness of expressions, and commands, is specified by a function named $\mathcal{D}$. If an expression has a primitive value, it is well-defined if the value belong to the set of possible values of the type. For objects, we must check if the type belongs to cls , and if the value belongs to the set of values of type $T, \mathcal{V}(T)$. For primitive types the test is simpler.

$$
\begin{aligned}
& \text { Primitive Values } \\
& \mathcal{D}((\mathbb{B}, v)) \widehat{=} \quad v \in \mathbb{B}
\end{aligned}
$$

Objects

$$
\mathcal{D}((T, \text { null })) \hat{=} T \in c l s
$$

$$
\mathcal{D}((\mathbb{Z}, v)) \hat{=} \quad \hat{Z} \quad \mathcal{Z}((T, v)) \hat{\equiv} T \in c l s \wedge(T, v) \in \mathcal{V}(T)
$$

Variables are well-defined if their types are either primitive or present in cls. If a variable has the special name self, it cannot be of a primitive type.

$$
\begin{aligned}
\text { Variables } & \\
\mathcal{D}(x) & \hat{=} x t \in \text { Type } \\
\mathcal{D}(\text { self }) & \hat{=} \text { self } t \in c l s
\end{aligned}
$$

An attribute access $l e . x$ is valid only if $l e$ is well-defined, the type of $l e$ is not primitive, the value of $l e$ is different from null, and $x$ is in the domain of the value of $l e$.

## Attribute Accesses

$$
\mathcal{D}(l e . x) \widehat{=} \mathcal{D}(l e) \wedge l e_{t} \in c l s \wedge l e_{v} \neq \text { null } \wedge x \in \operatorname{dom} l e_{v}
$$

A new $N$ declaration is valid only if the class $N$ is recorded in cls. A type test $e$ is $N$ or casting $(N) e$ can be done only if $e$ is a well-defined expression and $N$ is not primitive. For a type cast, the expression has to be of a valid subtype of $N$.

$$
\begin{aligned}
\text { Typing } & \\
\mathcal{D}(\text { new } N) & \widehat{=} N \in c l s \\
\mathcal{D}(e \text { is } N) & \widehat{=} \mathcal{D}(e) \wedge N \in c l s \\
\mathcal{D}((N) e) & \widehat{=} \mathcal{D}(e) \wedge N \in c l s \wedge e_{t} \preceq N
\end{aligned}
$$

The well-definedness restrictions for built-in operations for primitive types, $f(e)$, are defined individually and are very similar. We show the example of the remainder of a division operator,
usually written '\%' in programming languages.

## Remainder

$$
\mathcal{D}(x \% y) \widehat{=} \mathcal{D}(x) \wedge \mathcal{D}(y) \wedge x_{t}=\mathbb{Z} \wedge y_{t}=\mathbb{Z} \wedge y_{v} \neq 0
$$

In Section 4.7.1, we use the function $\mathcal{D}$ on expressions to define well-definedness rules for commands.

### 4.6.2 Object Creation

An object value is a pair (type, value): the type is a class name and the value is a mapping from names to attribute values. Using $s c$ and $a t t s$ to recover attributes and inheritance information, we provide a definition for new as follows.

where $\operatorname{map}=\mathcal{U}($ atts, $s c, N)$
This definition says that the value of a newly created object is a mapping from attribute names $x$ to values $(t, v)$ that associate all boolean attributes to false, all integer attributes to 0 , and all class-typed attributes to null. For example, the value of new BAccount, considering the values of sc and atts obtained after the declarations of Examples 3 and 4, is
( BAccount, $\{$ number $\mapsto(\mathbb{Z}, 0)$, balance $\mapsto(\mathbb{Z}, 0)$, contact $\mapsto($ Contact, null $)$, bonus $\mapsto(\mathbb{Z}, 0)\})$
In this example, all attributes from class Account (number,balance, contact), as well as those from BAccount (bonus), are included.

### 4.6.3 Type Test

The expression $e$ is $N$ is a boolean that indicates whether the value of $e$ belongs to the class $N$ or to one of its subclasses. The result yielded by such an expression is

$$
e \text { is } N \widehat{=}\left(\mathbb{B}, e_{t} \preceq N\right)
$$

For example, (new BAccount) is Account $=($ BAccount,$\{\ldots\})$ is Account

$$
=(\mathbb{B}, \text { BAccount } \preceq \text { Account })
$$

$$
=(\mathbb{B}, \text { true })
$$

This is justified by the definitions of new, type test, and $\preceq$, if we assume that $c l s$ and $s c$ are as defined in Example 3.

### 4.6.4 Type Cast

The result of a cast $(N) e$ is the expression $e$ itself, if the casting is well defined. Since we are only defining the meaning of well-defined expressions, our specification is surprisingly trivial.

$$
(N) e \widehat{=} e
$$

For example, provided that BAccount $\preceq$ Account

$$
\begin{aligned}
(\text { Account }) \text { new BAccount } & =(\text { Account })(\text { BAccount },\{\ldots\}) \\
& =(\text { BAccount },\{\ldots\})
\end{aligned}
$$

In the semantics of assignments and conditionals, well-definedness is checked.

### 4.6.5 Attribute Access

An attribute access le.x recovers from the object value mapping ( $l e_{v}$ ) the attribute named $x$.

$$
l e . x \widehat{=} l e_{v}(x)
$$

Again, we have a very simple definition, because we are only considering well-defined attribute accesses. For example, suppose that we have an instance of BAccount such as in the following program.

```
var x:BAccount;
x:= new BAccount;
```

The result of the expression $x$.bonus is given by

$$
\begin{aligned}
\text { x.bonus } & =\left(x_{t}, x_{v}\right) . \text { bonus } \\
& =(\text { BAccount, }\{\ldots, \text { bonus } \mapsto(\mathbb{Z}, 0)\}) \text {.bonus } \\
& =\{\ldots, \text { bonus } \mapsto(\mathbb{Z}, 0)\}(\text { bonus }) \\
& =(\mathbb{Z}, 0)
\end{aligned}
$$

As expected, we select the value associated to bonus in the mapping of attribute values for $x$. If we have a composite name like le.x.y, we successively apply the lookup - $\left(l e_{v}(x)\right) . y$ - to select the expected value.

### 4.7 Commands

Our theory includes assignments $l e:=e$ of a value $e$ to a left expression $l e$, and method calls $l e . m(a)$ with target $l e$ and list of arguments $a$. Moreover, since expressions have changed, we need to consider well-definedness for some commands. We also introduce mutual recursion. Sequence remains unchanged.

$$
c::=l e:=e|I| \operatorname{var} x: T \mid \text { end } x: T\left|c_{1} \triangleleft e \triangleright c_{2}\right| c_{1} ; c_{2}|\mu X \bullet F(X)| \operatorname{le.m(e)}
$$

Table 4.3: BNF for object-oriented commands.

### 4.7.1 Well-definedness

In this section, we specify well-definedness for assignments, conditionals, and method calls. We consider two forms of assignment: assignments to variables, and assignments to object attributes. An assignment of an expression $e$ to a variable $x$ is considered well-defined if $x$ is well-defined, $e$ is well-defined, and the type of $e$ is a subtype of the type $x t$ of $x$.

## Assignment to variables

$$
\mathcal{D}(x:=e) \widehat{=} \mathcal{D}(x) \wedge \mathcal{D}(e) \wedge e_{t} \preceq x t
$$

For an assignment of an expression $e$ to an attribute $x$ of $l e$ to be well-defined, the expression le.x must be well-defined, $e$ must be well-defined, and the type of $e$ must be a subtype of $\mathcal{U}\left(a t t s, s c, l e_{t}\right)(x)$, the type of the attribute $x$ in the class $l e_{t}$.

$$
\begin{aligned}
& \text { Assignment to attributes } \\
& \mathcal{D}(l e . x:=e) \stackrel{\mathcal{D}}{ }(l e . x) \wedge \mathcal{D}(e) \wedge e_{t} \preceq \mathcal{U}\left(a t t s, s c, l e_{t}\right)(x)
\end{aligned}
$$

For a conditional to be well-defined, the condition must be well-defined and yield a boolean value.

## Conditional

$\mathcal{D}(P \triangleleft e \triangleright Q) \hat{=} \mathcal{D}(e) \wedge e_{t}=\mathbb{B}$
The definition of well-definedness for method calls is the most extensive. A method call of the form le.m(a) is valid if:

- le is well-defined;
- the value of $l e$ is different from null;
- the method $m$ is defined for the type of $l e$;
- to avoid aliasing, le is not passed as an argument and is not involved in any argument. For further details about this restriction, see [CN00];
- the types of the arguments in the list $a$ must be compatible with the formal parameters list of $m$.

We present well-definedness definitions according to the parameter passing mechanism. Starting with value parameters, we have the definition below.

```
Method call
\(\mathcal{D}(l e . m(e)) \widehat{=} \mathcal{D}(l e) \wedge l e_{v} \neq \operatorname{null} \wedge\) compatible \((l e, m) \wedge e_{t} \preceq T\)
    provided \(\exists \mathrm{p} \bullet m=(\mathrm{val} \mathrm{x}: \mathrm{T} \bullet \mathrm{p})\),
    where compatible \((l e, m) \widehat{=} \exists \mathrm{pds}, \mathrm{p} \bullet m=(\mathrm{pds} \bullet \mathrm{p}) \wedge l e_{t} \in \operatorname{scan}(\mathrm{p})\)
    with
    \(\operatorname{scan}\left(\perp_{o o}\right)=\{ \}\)
    \(\operatorname{scan}\left(\mathrm{p}_{l} \triangleleft\right.\) self is \(\left.\mathrm{A} \triangleright \mathrm{p}_{r}\right)=\{B: c l s \mid B \preceq A\} \cup \operatorname{scan}\left(\mathrm{p}_{r}\right)\)
```

The scan function yields the set of class names for which the method $m$ may have a definition different from $\perp_{o o}$. For result and value-result parameters, we use the function sdisjoint [CN00], which verifies if $l e$ is involved in any of the arguments.

```
\(\mathcal{D}(l e . m(y)) \widehat{=} \mathcal{D}(l e) \wedge l e_{v} \neq\) null \(\wedge\) compatible \((l e, m) \wedge\) sdisjoint \((l e, y) \wedge T \preceq y_{t}\)
    provided \(\exists \mathrm{p} \bullet m=(\mathrm{res} \mathrm{x}: \mathrm{T} \bullet \mathrm{p})\)
```

$\mathcal{D}(l e . m(z)) \widehat{=} \mathcal{D}(l e) \wedge l e_{v} \neq$ null $\wedge$ compatible $(l e, m) \wedge \operatorname{sdisjoint}(l e, z) \wedge T=z_{t}$
$\quad$ provided $\exists \mathrm{p} \bullet m=($ valres $\mathrm{x}: \mathrm{T} \bullet \mathrm{p})$
provided $\exists \mathrm{p} \bullet m=($ valres $\mathrm{x}: \mathrm{T} \bullet \mathrm{p})$

The definition for a method call with multiple arguments is a straightforward extension of these definitions.

### 4.7.2 Assignments

Now we define assignments to variables, and assignments to attributes of object variables. In our theory, we observe that modifying the value of method variables, type variables $x t, c l s, s c$, atts, or $o k$ is not allowed, in much the same way that assignments to ok are not allowed in the theory of designs as well.

If we establish the well-definedness of an assignment, we can update the value of the variable to be that of the expression.

$$
\begin{aligned}
& x:=e \widehat{O O}\left(\mathcal{D}(x:=e) \vdash x^{\prime}=e \wedge w^{\prime}=w\right) \\
& \text { where } w=\operatorname{in\alpha }(x:=e) \backslash\{x\}
\end{aligned}
$$

For example, given a variable $x$ of type Account ( $x t=$ Account), we can calculate the meaning of the assignment $x:=$ new $B$ Account as follows, provided that $y$ is the list of undashed variables in the alphabet, other than $x$, and that $c l s, s c$ and atts are as in Examples 3 and 4.
$x:=$ new BAccount

```
\(=\{\) assignment \(\}\)
OO \(\left(\mathcal{D}(x:=(\right.\) BAccount, \(\{\) number \(\mapsto \ldots\})) \vdash x^{\prime}=(\) BAccount,\(\{\) number \(\left.\mapsto \ldots\}) \wedge y^{\prime}=y\right)\)
\(=\{\mathcal{D}\) for variable assignments \(\}\)
\(\mathbf{O O}\left(\left(\begin{array}{l}\mathcal{D}(x) \wedge \\ \mathcal{D}((\text { BAccount },\{\text { number } \mapsto \ldots\})) \wedge \\ \text { BAccount } \preceq \text { Account }\end{array}\right) \vdash x^{\prime}=(\right.\) BAccount,\(\{\) number \(\left.\mapsto \ldots\}) \wedge y^{\prime}=y\right)\)
\(=\{\mathcal{D}\) for variables and instances; assumptions on cls and subtyping \(\}\)
\(\mathbf{O O}\left(\left(\begin{array}{l}\text { Account } \in\{\mathbb{B}, \mathbb{Z}\} \cup \text { cls } \wedge \\ \text { BAccount } \in \text { cls } \wedge \\ (\text { BAccount },\{\text { number } \mapsto \ldots\}) \in \mathcal{V}(\text { BAccount })\end{array}\right) \vdash x^{\prime}=(\right.\) BAccount,\(\{\) number \(\left.\mapsto \ldots\}) \wedge y^{\prime}=y\right)\)
\(=\{\) assumptions on cls; and definition of \(\mathcal{V}\}\)
OO \(\left(\right.\) true \(\vdash x^{\prime}=(\) BAccount, \(\{\) number \(\left.\mapsto \ldots\}) \wedge y^{\prime}=y\right)\)
```

To update an attribute of an object-valued expression, we check the well-definedness of the assignment, and if it is valid, then we update the mapping that records the attribute value, maintaining the left expression type unchanged.

$$
\begin{aligned}
& l e . x:=e \widehat{O O}\left(\mathcal{D}(l e . x:=e) \vdash l e^{\prime}=\left(l e_{t}, l e_{v} \oplus\{x \mapsto e\}\right) \wedge w^{\prime}=w\right) \\
& \text { where } w=\operatorname{in\alpha }(l e . x:=e) \backslash \alpha(l e)
\end{aligned}
$$

We use $\alpha(l e)$ to denote a variable in the alphabet whose value is being inspected by the leftexpression $l e$. If $l e$ is a variable, then $\alpha(l e)$ is the variable itself. On the other hand, for $x . y$ and $x . y . z$, for example, the result is $x$. The equality $l e^{\prime}=\left(l e_{t}, l e_{v} \oplus\{x \mapsto e\}\right)$ for the case in which $l e$ is itself an attribute access $y . z$, for instance, is an abbreviation for the equality $y^{\prime}=\left(y_{t}, y_{v} \oplus\{z \mapsto y . z \oplus\{x \mapsto e\}\}\right)$.

For example, given a variable $x$ of type Account ( $x t=A c c o u n t$ ), which has been initialized with new BAccount $(x=($ BAccount, $\{$ number $\mapsto(\mathbb{Z}, 0), \ldots\}))$, we can describe the attribute update $x$.number $:=1$ as follows, provided that $y$ is the list of undashed variables in the alphabet, other than $x$, and cls, sc, atts are as in Examples 3 and 4.
x.number $:=1$
$=\{$ assignment to attributes $\}$
$\mathbf{O O}\binom{\mathcal{D}(($ BAccount, $\{$ number $\mapsto(\mathbb{Z}, 0), \ldots\})$. number $:=(\mathbb{Z}, 1))}{\vdash\left(x^{\prime}=(\right.$ BAccount,$\{$ number $\mapsto(\mathbb{Z}, 0), \ldots\} \oplus\{$ number $\left.\mapsto(\mathbb{Z}, 1)\}) \wedge y^{\prime}=y\right)}$
$=\{\mathcal{D}$ for attribute assignments; and mapping replacement $\}$
OO $\left.\left(\begin{array}{l}\mathcal{D}((\text { BAccount, }\{\text { number } \mapsto(\mathbb{Z}, 0), \ldots\}) . \text { number }) \wedge \\ \mathcal{D}((\mathbb{Z}, 1)) \wedge \\ \mathbb{Z} \preceq \mathcal{U}(\text { atts, sc, } \text { Account })(\text { number })\end{array}\right) \vdash\left(\begin{array}{l}x^{\prime}=(\text { BAccount },\{\text { number } \mapsto(\mathbb{Z}, 1), \ldots\}) \\ \wedge \\ y^{\prime}=y\end{array}\right)\right)$
$=\{\mathcal{D}$ for attribute accesses and primitive instances; and definition of $\mathcal{U}\}$
$\left.\mathbf{O O}\left(\begin{array}{l}\mathcal{D}((\text { BAccount, }\{\text { number } \mapsto(\mathbb{Z}, 0), \ldots\})) \wedge \\ \text { BAccount } \in \text { cls } \wedge \\ \left\{\begin{array}{l}\text { number } \mapsto(\mathbb{Z}, 0), \ldots\} \neq \text { null } \wedge \\ \text { number } \in \operatorname{dom}\{\text { number } \mapsto(\mathbb{Z}, 0), \ldots\} \wedge \\ \mathbb{Z} \preceq \mathbb{Z}\end{array}\right.\end{array}\right) \vdash\left(\begin{array}{l}x^{\prime}=(\text { BAccount, }\{\text { number } \mapsto(\mathbb{Z}, 1), \ldots\}) \\ \wedge \\ y^{\prime}=y\end{array}\right)\right)$
$=\{\mathcal{D}$ for object instance; set properties; and assumptions on cls and subtyping \}
$\mathbf{O O}\left(\binom{\right.$ BAccount $\in$ cls $\wedge}{($ BAccount,$\{$ number $\mapsto \ldots\}) \in \mathcal{V}($ BAccount $)} \vdash x^{\prime}=($ BAccount, $\{$ number $\left.\mapsto(\mathbb{Z}, 1), \ldots\}) \wedge y^{\prime}=y\right)$
$=\{$ definition of $\mathcal{V}$; and set properties $\}$
OO $\left(\right.$ true $\vdash x^{\prime}=($ BAccount, $\{$ number $\left.\mapsto(\mathbb{Z}, 1), \ldots\}) \wedge y^{\prime}=y\right)$
If we had not initialized the variable $x$, the assignment would not be well-defined and would abort.

### 4.7.3 Conditional

We need to redefine the conditional to consider the well-definedness of the condition.

$$
P \triangleleft e \triangleright Q \widehat{=} \mathbf{O O}\left(\mathcal{D}(P \triangleleft e \triangleright Q) \wedge\left(\left(e_{v} \wedge P\right) \vee\left(\neg e_{v} \wedge Q\right)\right)\right)
$$

For example, suppose we have the variables $c l s, s c$ and $a t t s$ as in the Examples 3 and 4. If we declare a variable var self : Account, and initialize it as self $:=$ new BAccount, the result of the conditional $P \triangleleft$ self is $B$ Account $\triangleright Q$, with arbitrary $P$ and $Q$, is $P$, as shown below.
$\mathrm{OO}(P \triangleleft$ self is BAccount $\triangleright Q)$
$=\{$ definition of conditional; and definition of type test $\}$
OO $\left(\mathcal{D}(P \triangleleft\right.$ self is BAccount $\left.\triangleright Q) \wedge\binom{\left.\left(\mathbb{B},(\text { BAccount, }\{\text { number } \mapsto \ldots\})_{t} \preceq B A c c o u n t\right)_{v} \wedge P\right)}{\vee\left(\neg\left(\mathbb{B},(\text { BAccount, }\{\text { number } \mapsto \ldots\})_{t} \preceq B A c c o u n t\right)_{v} \wedge Q\right)}\right)$
$=\{$ type selection $\}$
OO $\left(\mathcal{D}(P \triangleleft\right.$ self is BAccount $\left.\triangleright Q) \wedge\left(\begin{array}{l}\left.(\mathbb{B}, \text { BAccount } \preceq B \text { Account })_{v} \wedge P\right) \\ \vee \\ \left(\neg(\mathbb{B}, \text { BAccount } \preceq B \text { Account })_{v} \wedge Q\right)\end{array}\right)\right)$
$=\{\mathcal{D}$ for conditionals; value selection; assumptions on cls and subtyping $\}$
OO $\left(\mathcal{D}(\right.$ self is $B A$ ccount $\left.) \wedge\left(\mathbb{B},(\text { BAccount },\{\text { number } \mapsto \ldots\})_{t} \preceq B A c c o u n t\right)_{t}=\mathbb{B} \wedge\left(\begin{array}{l}(\text { true } \wedge P) \\ \vee \\ (\text { false } \wedge Q)\end{array}\right)\right)$

```
\(=\{\mathcal{D}\) for type test; type selection; and \(\wedge-\vee\)-elimination \(\}\)
\(\mathbf{O O}(\mathcal{D}(\) self \() \wedge\) BAccount \(\in\) cls \(\wedge \mathbb{B}=\mathbb{B} \wedge P)\)
\(=\{\mathcal{D}\) for self; assumptions on cls \(\}\)
\(\mathbf{O O}(\mathbf{s e l f} t \in c l s \wedge P)\)
\(=\{\) assumptions on cls \(\}\)
OO \((P)\)
```

If the type test were false, the branch selected would be $Q$. Moreover, according to the welldefinedness rules for the variable self, it cannot be an instance of a primitive type. If this were the case, the meaning of the conditional would be abort. It may be the case that $P$ is not well-defined; in this case, abortion arises from the definition of $P$.

### 4.7.4 Recursion

Basically, the meaning of recursion is as in the UTP: defined in terms of least fixed points. The complete lattice is that of parametrised programs, with refinement as the partial order. For each parameter declaration, the set of programs with those parameters is a complete lattice; refinement is defined pointwise $[\mathrm{BvW} 98]$.

Definition 12 (Recursive Method). The general form for the declaration of a recursive method $m$ of class $A$ is the following.

```
meth A m= \muX\bullet( pds\bulletF(X))
```

For example, a method to calculate factorials could be added to a class $A$ as follows

```
meth A m= \muX\bullet(val n:\mathbb{Z}; res r:\mathbb{Z}\bulletr:=1\triangleleftn\leq0\trianglerightr:=n*X(n-1,r))
```

This is not in conflict with the expected form of a method declaration meth $A m=(p d s \bullet p)$, since, of course, the least fixed point operator results in a parametrised program. In particular, the parameters are the same as those in the body of the recursion. For each parameter declaration, we take the fixed point in the lattice of parametrised programs with those parameters.

Definition 13 (Mutually Recursive Methods). The general form for the declaration of mutually recursive methods $m$ of class $A$, and $n$ of class $B$ is the following.

$$
\text { meth } A m, B n=\mu X, Y \bullet\left(p d s_{m} \bullet F(X, Y), p d s_{n} \bullet G(X, Y)\right)
$$

Mutual recursion is easily addressed in our theory. In this case, since $m$ and $n$ are mutually recursive, they are defined together, even though they are methods of different classes. This follows the standard approach to the definition of mutually recursive procedures. The vector of
programs $m, n$ is defined as the least fixed point of the function from vectors of predicates to vectors of predicates defined by the bodies of $m$ and $n: p d s_{m} \bullet F(X, Y)$ and $p d s_{n} \bullet G(X, Y)$. As an example, calling the methods $m$ or $n$ defined below, with a variable $a$ as the result parameter, leads to the assignment of 0 to $a$.

$$
\text { meth } A m, B n=\mu X, Y \bullet\binom{\text { val } x: \mathbb{Z} ; \text { res } i: \mathbb{Z} \bullet i:=x \triangleleft x=0 \triangleright Y(-x, i),}{\operatorname{val} y: \mathbb{Z} ; \text { res } j: \mathbb{Z} \bullet X(y-1, j) \triangleleft x>0 \triangleright X(y+1, j)}
$$

Once the recursion is resolved and the fixed-point operators are eliminated, the description of a multiple method declaration like meth $A m, B n=\left(p d s_{m} \bullet m b\right),\left(p d s_{n} \bullet n b\right)$ is a trivial extension of the definition of simple method declarations presented in Section 4.4. In many theories of object-orientation, mutual recursion is a difficulty. The complication is really attached to the fact that the mutually recursive methods may be declared in an independent way in separate classes. By splitting the block structure of a class into its basic semantic blocks, we trivially overcome this difficulty.

### 4.7.5 Method Call

Since we have already solved dynamic binding when dealing with the semantics of method declaration in Section 4.4.3, the semantics of method call is just a call to the value of the method. In other words, we have isolated the several aspects involved in a method call, so that dynamic binding is captured in the definition of the value of the method variable, which holds a parametrised program, and a method call is given mainly by the copy rule.

$$
\begin{aligned}
& l e . m(\operatorname{args}) \widehat{=} \mathbf{O O}\left(\{\mathcal{D}(l e . m(\operatorname{args}))\}_{\perp} ;\left(p d s_{e} \bullet p\right)(l e, \operatorname{args})\right) \\
& \text { where } m=\operatorname{pds}_{e} \bullet \mathrm{p}
\end{aligned}
$$

Example 6. Suppose that $s c=s c^{0}$, $c l s=c l s^{0}$, and atts $=a t t s^{0}$, and after the declaration of classes, attributes and methods in the Examples 3 and 4, we have the program fragment below.

```
var a: Account;
a:= new BAccount;
a.credit(10)
```

Due to dynamic binding, a.credit(10) must execute the body of the method credit defined for the subclass BAccount. As described in Section 4.4, the value of credit is a conditional over the special variable named self. Below, we show how the program associated to the variable credit resolves the dynamic binding. The meaning of $a . \operatorname{credit}(10)$ is defined in terms of $\operatorname{credit}(a, 10)$, which we
consider below.

```
credit( \(a, 10\) )
\(=\{\) method expansion \(\}\)
\(\binom{\) valres self : Object; val \(x: \mathbb{Z} \bullet}{\) self.bonus \(\ldots \triangleleft\) self is \(B\) Account \(\triangleright\left(\ldots \triangleleft\right.\) self is Account \(\left.\triangleright \perp_{o o}\right)}(a, 10)\)
\(=\{\) semantics of valres \(\}\)
var self : Object;
    self \(:=a\);
                            \(\binom{\) val \(x: \mathbb{Z} \bullet}{\) self.bonus \(\ldots \triangleleft\) self is BAccount \(\triangleright\left(\ldots \triangleleft\right.\) self is Account \(\left.\triangleright \perp_{\text {oo }}\right)}(10)\);
    \(a:=\) self;
end self : Object
\(=\{\) semantics of val \(\}\)
var self: Object;
    self \(:=a\);
            var \(x: \mathbb{Z}\);
                \(x:=10\);
            self.bonus \(\ldots \triangleleft\) self is BAccount \(\triangleright\left(\ldots \triangleleft\right.\) self is Account \(\left.\triangleright \perp_{o o}\right)\);
        end \(x: \mathbb{Z}\);
    \(a:=\) self;
end self : Object
\(=\left\{\right.\) as \(\operatorname{self}_{t}\) is BAccount, the conditional reduces to its left branch \(\}\)
var self : Object;
    self \(:=a\);
        var \(x: \mathbb{Z}\);
            \(x:=10\);
            self.bonus \(:=\) self.bonus +1 ;
            self.balance \(:=\) self.balance \(+x\);
        end \(x: \mathbb{Z}\);
    \(a:=\) self;
end self : Object
```

This can be expanded to a predicate that establishes the final value of $a$ to be its initial value with attributes updated by assignments.

### 4.8 Conclusions

We have presented a stepwise introduction to object-oriented concepts in the Unifying Theories of Programming. We started with the definition of observational variables and healthiness conditions
(HCs), that restrict the values of these variables. The closedness properties of the HCs were stated and proved, to show, for example, that any two programs (or specifications) which are independently valid for a given HC can be combined by conjunction, disjunction or sequential composition, and the resulting program is still part of the lattice of predicates.

The declarations of classes, attributes and methods are defined in terms of the theory of designs, which itself filters the subset of terminating programs, combined with higher-order programming, which allows variables to record the behaviour associated to methods (abstractions), including dynamic binding resolution. We saw that each of these declarations preserves the defined HCs.

Type checking is an important issue in object-oriented languages. To record typing information, special variables were introduced and well-definedness conditions were specified for the new objectoriented commands and expressions. Those forms of commands and expressions already introduced by Hoare and He for a sequential programming language, however, had to be revised to cope with typing information, including method calls. We allow methods co- and contra-variance of arguments and return types.

We have seen also that the separation of declarations in different blocks has allowed the definition of (mutually) recursive methods in a straightforward manner. Furthermore, this has allowed a compositional approach which focuses on each feature in isolation. Another facility is specially related to dynamic binding resolution. When processing a method declaration, the observational variable responsible for that method is updated to reflect the new method's meaning. This might introduce a new observational variable for the method (when processing the first definition of a method), or updating the value of an existing variable to take into account the dynamic binding resulting from a method redefinition.

By all presented, we have a theory of object-orientation that handles inheritance, recursive data types, dynamic binding, polymorphism, and mutually recursive methods. Some considerations about verification are discussed in the sequel.

### 4.8.1 Verification

As we have already presented, the concept of refinement for the UTP is universal implication. If we are expected to introduce pre- and postconditions, in Hoare style, we have a straightforward manner to perform verification. As an example, suppose we have the following specification for the method debit: informally, we cannot perform a debit without enough funds.

```
pre self.balance > value
```

post self.balance ${ }^{\prime}=$ self.balance - value

To check this specification against its method definition, at any method call le.m(args) the semantics could be extended to

$$
\mathbf{O O}\left(\left\{\mathcal{D}(l e . m(\operatorname{args})) \wedge \operatorname{pre}\left(\operatorname{args}_{c}\right)\right\}_{\perp} ;\left(p d s_{e} \bullet p\right)(l e, \operatorname{args}) ; \operatorname{post}\left(\operatorname{args}_{r}\right)\right),
$$

where the precondition is extended with the copy-by-value variables (val and valres) and the postcondition is extended with the result variables (res and valres). Notice that, if the precondition is violated, the method call behaves like abort (true; $P \widehat{=}$ true, from designs), and if the postcondition is violated it aborts the remaining program.

Moreover, there is a simpler alternative. Remember that in the UTP programs and specifications are interchangeable, the verifications thus would be part of the method body itself, and in this case the method call semantics remains the same. The expression

$$
\mathbf{O O}\left(\{\mathcal{D}(l e . m(\arg s))\}_{\perp} ;\left(p d s_{e} \bullet \text { pre } ; p ; \text { post }\right)(l e, \arg s)\right),
$$

is the same of declaring a lengthier method body with pre- and post-conditions.

## Chapter 5

## Pointers in the UTP

This chapter is concerned with how pointers are handled in formalisations of object-orientation and how it can be introduced in the UTP, firstly as a separated theory and them in a combined way. Section 5.1 provides an overview of pointers in the formalisms presented in Chapter 2, and the approach we follow. After that, Section 5.2 introduces the theory of pointers for UTP proposed by Cavalcanti, Harwood and Woodcock, with some minor revisions, and Section 5.3 discusses some ideas towards its integration with the theory of object-orientation presented in Chapter 4. Finally, Section 5.4 highlights our conclusions about the integration process.

### 5.1 Overview

It is well-known that most of the languages that are based on the imperative or the objectoriented paradigm in use today allow some sort of sharing. Some of them permit a more explicit manipulation of memory, like those where pointers can be directly handled, such as C or $\mathrm{C}++$, and others are more restrictive like Java. In spite of its complexity, mainly due to the possibility of side-effects during memory manipulation, sharing is a design facility that cannot be excluded from programming language designs. It allows, for example, a better utilization of computational resources like memory, where objects can be recorded as graphs, instead of trees with replicated values; like CPU cycles, by avoiding cloning on assignments; or even the use of better practices of programming as described in design patterns, like Observers [GHJV95], where mutual references are required. As a consequence, the introduction of pointers in the theory of object-orientation is a natural step in its development. It surely allows more realistic programming languages modelling; on the other hand, however, it usually increases the complexity of the formalisation.

As presented in Section 2.1, there are many approaches [AL97, MPH97, PdB03, HLL06] that define object-orientation with a pointer semantics, and because of that, object creation, or manipulation, becomes more complex than we have presented in our theory so far. Notably, most
part of the works with sharing consider the existence of an object environment, where references and instances of objects are recorded, accessed or removed. A typical characterization, firstly introduced by Milner and Strachey [MS76], is a pair of functions to associate variable names to addresses and addresses to values, which can be primitive or objects formed by other references: environment : name $\mapsto$ address and store : address $\mapsto$ value. Using pointers (aliasing) one needs also to be concerned more strictly with framed variables to avoid side-effects: unexpected changes in instances.

In general, such a characterisation requires a more detailed operational description of commands and expressions to show how the object environment is altered. Each of the approaches presented in Chapter 2, with the exception of ROOL that has a copy semantics, has its own set of variables to represent the object environment and rules to describe how it is affected by the constructions present in each formalism. The approach by He et al. presented in [HLL06], for example, considers a current configuration (a runtime environment) and uses it to describe refinement relations. Other approaches [AL97, MPH97, PHM98, PHM99, PdB03] use these object environments to define general Hoare-like axioms for object-oriented commands, or provide an operational semantics using these variables to establish a soundness theorem.

Our approach, presented in Chapter 4, which considers a copy semantics, assumes that there is an implicit object environment. In that case, objects are standard record values, and are treated in the same way as all the other kind of values in the UTP theories. When a new variable (var $x: T$ ) is declared, it implicitly introduces a variable in the object environment (a non-hierarchical binding scheme), and allows the assignment of values or updates (:=), and its finalization (end $x: T$ ). The set of variables present in this implicit environment is formed by (i) variables that hold objects, and also by (ii) variables capable of recording procedures (method meaning). It seems to be reasonable to consider the inclusion of a specific, and explicit, new set of observational variables to represent the object store as in He et al. [HLL06]. The approach adopted, however, abstracts from memory addresses. The next section shows that to handle sharing a detailed knowledge of the memory model implementation is not required; the main point is which objects share the same location.

Instead of altering the description of our theory for object-oriented programs, we choose to follow the design principles of the UTP, where theories are composed; we integrate our theory of object-orientation with an independent theory of pointers. We combine the two theories and thus define a subset of programs (predicates) that can be used to describe the behaviour of objectoriented programs with sharing. To do that we must consider new forms of (un)declaration of variable and object creation, among other concepts.

Another work that allows pointers introduction is Separation Logic [Rey02] which defines a model where heaps (object stores) can be divided in parts and specific logical operations can operate on these parts to locally state properties of the entire memory. Since it contains a different logic
background from the UTP, the characterisation of a theory for pointer and its integration with our theory for object-orientation would be more complex than integrating two theories of interest that use the UTP as a semantic framework. We are interested in the correct representation of features present in pointer and object-orientation theories, and its capacity to simplify the descriptions and proofs for object-oriented laws, with or without sharing. We are not concerned with the complexity of the memory model itself and its factoring.

### 5.2 Pointers Theory

A preliminary version of the theory summarised in this section has been published in [CHW06]. A more recent and detailed presentation is available as a technical report in [HCW07]; the focus of this work is on a theory for pointers in the presence of record values that can share fields. The authors define what they call a pointer machine to record sharing information and two forms of assignments are considered: value and pointer. All these operations are defined by means of predicates over observational variables that define a model for the pointer machine, in the UTP style.

The main difference between [HCW07] and [HLL05, HLL06] is the use of an implicit addressing scheme, more specifically, this theory is not concerned with addresses (as numbers) but with the valid variables, and whether they are sharing a given value or not. This strategy is inspired by the work of Brookes [Bro86] on an Algo-like language, and by Paige and Ostroff [PO04] with Eiffel. In the following subsections we present the observational variables, healthiness conditions, and operators of the pointer theory, before we consider its integration with our theory of objectorientation, which we discuss in the next section.

At the end of this section, in Example 7, a program using the theory allows us to analyse the dynamic behavior of the observational variables.

### 5.2.1 Observational Variables

To record pointers information, the pointer machine records addresses in use, the values associated to these addresses, and which ones identify the same location, and therefore are expected to have the same value. Addresses are represented by sequences of Labels separated or not by '? such as $x$, $x . a, y, x . b$ and $x . a . c$. In the following definitions, for a set $X$, seq $X$ stands for a set which contains all finite sequences of elements in $X$; thus, seq Label contains all finite sequences of labels ${ }^{1}$. The set of finite addresses $A d$ excludes the empty sequence of labels.

$$
A d \widehat{=}(\text { seq Label }) \backslash\{<>\}
$$

[^4]The observational variables $A, V$, and $S$ that model the pointer machine form a triple:

$$
<A: \mathbb{P} A d, V: A d \mapsto \text { Value, } S: A d \leftrightarrow A d>
$$

where $A$ is the set of valid addresses, $V$ is a partial function from addresses to values, and $S$ is an equivalence relation that associates addresses that share a location. The set Value include primitives or records. In other words, if an address is in $A$, then it is a valid variable (or field) access, $V$ represents the store from the previous approaches; the environment has not a direct representation. A preliminary analysis reveals some relations between these three elements.

- $\operatorname{dom} V \subseteq A$ : only valid addresses have values;
- $S \subseteq A \times A$ : the equivalence relation $S$ must be a subset of the cartesian product of valid addresses, in other words, only valid addresses can be shared;
- $S=S^{*}$ : the $S$ relation is the reflexive, symmetric and transitive, that is, all addresses that are shared are associated to all their peers and vice-versa.
Next section shows that these restrictions are imposed by healthiness conditions.

Equality In this theory, two kinds of equality of values are considered: address test, denoted as $=_{p}$, and value test $=_{v}$. To define this new equality, a projection $\langle A . p, V . p\rangle$ of the machine address for the variables tested is considered. The projection of $A$

$$
A . p \widehat{=}\{q: A d \mid p . q \in A\}
$$

filters all addresses suffixes that have the same prefix $p$. For example, if $A=\{x, y, x . a, y . b, x . d, x . d . c\}$ then $A$.x yields $\{a, d, d . c\}$. The projection of $V$

$$
V . p \widehat{=}\{q: A d \mid p . q \in \operatorname{dom} V \bullet q \mapsto V(p . q)\}
$$

filters all values of the variables prefixed by $p$, which we call children of $p$. For example, if $V=\left\{x . a \mapsto v_{1}, y . b \mapsto v_{2}, x . d . c \mapsto v_{3}\right\}$ then $V . x$ yields $\left\{a \mapsto v_{1}, d . c \mapsto v_{3}\right\}$. The values of two variables (or field accesses) $p$ and $q$ are equivalent if the projections of these variables for the sets $A$ and $V$ are equal.

$$
p={ }_{v} q \equiv A . p=A . q \wedge V \cdot p=V \cdot q
$$

The pointer test is simpler; two addresses point to the same value if the pair $(p, q)$ belongs to the equivalence $S$.

$$
p={ }_{p} q \equiv(p, q) \in S
$$

### 5.2.2 Healthiness Conditions

This section introduces the HCs of this theory. During their presentation, other necessary definitions are explained and used. The first one is the concept of a prefix: $x<y$ is used to denote that $x$ is a prefix of $y$, where $x$ is an address. For example, $x$ is a prefix for $x . a$ and $x . a . c$, and $x . a$ is a prefix for x.a.c. The first HC says that $A$ is prefix closed, that is, all valid prefixes for addresses in $A$ must be in $A$, otherwise we could have a sequence of labels which does not exist. i.e. $x . a \in A$ and $x \notin A$.

$$
\text { HP1 } P=P \wedge \forall a_{1}: A ; a_{2}: A d \mid a_{2}<a_{1} \bullet a_{2} \in A
$$

Another interesting concept is that of terminal nodes; addresses in $A$ which are not prefixes. The function $\operatorname{term}(X)$ filters all those sequences of labels in $X$ which are terminal. It is defined as

$$
\operatorname{term}(X) \widehat{=}\{x: X \mid \neg \exists y: X \bullet x<y\}
$$

The second HC says that only terminal nodes have values.

$$
\text { HP2 } P=P \wedge \operatorname{dom} V=\operatorname{term}(A)
$$

The next healthiness condition connects the variables in the alphabet to those in the pointer machine. A new notation ' $x$ is used to refer to the name of $x$ in the pointer machine. The variables of the alphabet are the first elements of the addresses in the set $A$; for filtering these names a function

$$
\operatorname{vars}(X) \widehat{=}\{x: X \bullet x(1)\}
$$

is defined. For example, the result of $\operatorname{vars}(\{x, y, x . a, y . b, x . d, x . d . c\})$ is $\{x, y\}$. The next step is to de-reference the variables to recover its values; for every variable which is in the set of programming variables a new function '!' is used ( $A, V$ and $S$ are not in this set). If the address $x$ is a terminal node, the result is the value itself, $V(x)$, otherwise it is a projection of $V$. The definition of '!' is similar for initial or final variables, as presented below.

$$
!x \widehat{=}\left\{\begin{array} { l } 
{ V ( x ) , \text { if } x \in \operatorname { t e r m } ( A ) } \\
{ V \cdot x , \text { otherwise. } . }
\end{array} \quad ! x ^ { \prime } \widehat { = } \left\{\begin{array}{ll}
V^{\prime}(x), & \text { if } x \in \operatorname{term}\left(A^{\prime}\right) \\
V^{\prime} . x, & \text { otherwise } .
\end{array}\right.\right.
$$

Thus, variables are related to pointer machine entries ${ }^{2}$ as follows. Where $N P V$ stands for non programming variables: the set of variables which are not present in the pointer machine.

$$
\begin{gathered}
\text { HP3 } P=P \wedge \wedge\left\{' x: \operatorname{vars}(A) \bullet x=!^{\prime} x\right\} \\
\text { where } N P V \cap \operatorname{vars}(A)=\emptyset
\end{gathered}
$$

[^5]$$
\text { and }\{A, V, S\} \subseteq N P V
$$

In theory extension (or integration) $N P V$ may be larger. The next HC establishes that the elements in $S$ must belong to $A$ and $S$ is the reflexive, symmetric and a transitive closure of itself.

$$
\mathbf{H P} 4 P=P \wedge S \in(A \leftrightarrow A) \wedge S=S^{*}
$$

The fifth healthiness condition relates all suffixes to their prefixes; in other words, if two different address prefixes $(x, y)$ that share a value $((x, y) \in S)$ have the same suffixes $(x . a, y . a)$, then these suffixes also share the same values $((x . a, y \cdot a) \in S)$.

$$
\text { HP5 } P=P \wedge f \operatorname{clos}_{A} S
$$

where $f_{c l o s}^{A} E \widehat{=} \forall x, y: A d|(x, y) \in E \bullet \forall a: A d| x \cdot a \in A \wedge y \cdot a \in A \bullet(x \cdot a, y \cdot a) \in E$
Finally, the sixth HC guarantees that if two terminals share the same location then their values are equal.

$$
\text { HP6 } P=P \wedge \forall a, b: A d \bullet(a, b) \in S \wedge a \in \operatorname{dom} V \Rightarrow b \in \operatorname{dom} V \wedge V(a)=V(b)
$$

The corresponding HCs for terminal variables are named HP7-12, and are similar to these replacing the initial variables by final variables. For example, $\mathbf{H P 1 1}(P)=P \wedge f_{c l o s}^{A^{\prime}} S^{\prime}$. HPI is defined as HP1 $\circ \mathbf{H P} 2 \circ \mathbf{H P} \mathbf{3} \circ \mathbf{H P} 4 \circ \mathbf{H P} 5 \circ \mathbf{H P} 6$ and restricts initial values only. For the composition of HP1-12 we refer as HP.

## Conjunctive Healthiness Conditions

An important result provided by the work of Harwood et al. is the characterisation of conjunctive healthiness conditions ( $\mathbf{C H}$ ). HCs that are described in terms of conjunctions

$$
\mathbf{C H}(P)=P \wedge \psi
$$

where $\psi$ is a predicate. This general characterisation allows the study of general properties of such kind of HCs, in special that $\mathbf{C H}$ are closed with respect to conjunction, disjunction, conditional, composition and recursion. In other words, once a HC is defined as conjunction, it is granted that it is closed under this set of operators. This result could be used, for example, to justify closeness of operators introduced in Chapter 4 and proved in Appendix B.

Another particularity of this kind of healthiness conditions, not observed in [HCW07], is that if two HCs are conjunctive, let say $\mathbf{C H}_{1}$ and $\mathbf{C H}_{2}$, they also commute, as proved below.

Law 1. $\langle\mathbf{C H} s$-commutativity $>$

$$
\mathbf{C H}_{1} \circ \mathbf{C H}_{2}=\mathbf{C H}_{2} \circ \mathbf{C H}_{1}
$$

```
Proof.
    CH
    =(P\wedge \psi % ) ^ \psi \psi 
    =(P\wedge \psi 
    CH
```

[definition of CHs , composition] [propositional logic]
[definition of CHs , composition]

### 5.2.3 Variables

The introduction of a new variable has to be reflected in the pointer machine. The following definition shows the declaration of a variable $x$ includes it as a valid address name, associate it to an arbitrary value, and relates the variable to itself.

$$
\operatorname{var} x \widehat{=} \mathbf{H P I} \circ \mathbf{H P 9}\left(\exists v: \text { Value } \bullet\left(\begin{array}{l}
A^{\prime}=A \cup\{x\} \wedge \\
V^{\prime}=V \oplus\{x \mapsto v\} \wedge \\
S^{\prime}=S \cup\{x \mapsto x\}
\end{array}\right)\right)
$$

provided $x \notin A$
This definition does not pose any restrictions on the possible values associated to a given variable. We have seen that restricting the values taken by variables is essential to the correct behaviour of object-oriented programs, therefore we have to review this definition when addressing integration.

The finalization of a variable $x$ implies in its removal from $A, V$, and $S$. The removal, however, must consider that all addresses with that prefix, denoted as ' $x \infty$ ', also become invalid, and are expected to be removed as well.

$$
\text { end } x \widehat{=} \mathbf{H P I} \circ \mathbf{H P 9}\left(\begin{array}{l}
A^{\prime}=A \backslash\{x \infty \cup\{x\}\} \wedge \\
V^{\prime}=(x \infty \cup\{x\}) \notin V \wedge \\
S^{\prime}=(x \infty \cup\{x\}) \triangleleft S \triangleright(x \infty \cup\{x\})
\end{array}\right)
$$

provided $x \in A$
where $x \infty \widehat{=}\{a: A d \bullet x . a\}$
In this definition, the Z notation [Spi92] for domain and image anti restrictions are used. These functions filter a relation considering elements in domain and image. For example, the $V^{\prime}$ mapping does not contain $x$ or elements prefixed by $x$ in its domain.

### 5.2.4 Commands

When dealing with pointers one can associate values to variables or make variables to share locations (aliasing). Thus, the theory of pointers has two kinds of assignments: an assignment of values denoted as ' $:=$ ', expected to change variable values recorded in $V$, and pointer assignments ' $:-$ ', expected to associate two addresses to the same value. The complexity of these commands
arise when non-terminal variables are assigned; in this case more complex adjustment have to be performed in the variables $A, V$ and $S$ to keep their consistency.

It is important to emphasise that this theory does not handle types. All variations of assignments are possible between variables and values. Compatibility between variable types and their assigned values is not checked, this will be our first step into the goal of integration, associate types to values.

Before defining the assignments, a function $\operatorname{share}_{S}(x)$ is introduced to recover all variables in the equivalence relation $S$ that have their values shared with $x$. Its general form is described below, where $X$ is an equivalence relation.

$$
\operatorname{share}_{X}(x) \widehat{=} X(\{x\})
$$

Assignments of values can be split into two cases: the address is terminal ( $x \infty$ is empty) or is an internal node. The case of terminal nodes $:={ }_{t}$ is simpler; the expected result is the association of a new value $e$ to all those addresses that share the value with $x$, and the other variables remain unchanged.

$$
x:={ }_{t} e \hat{=} \mathbf{H P I} \circ \mathbf{H P 9}\left(\begin{array}{l}
A^{\prime}=A \wedge \\
V^{\prime}=V \oplus\left\{a: \operatorname{share}_{S}(x) \bullet a \mapsto e\right\} \wedge \\
S^{\prime}=S
\end{array}\right)
$$

provided $x \in \operatorname{dom} V$
The second type of value assignment is that of non-terminal addresses ${ }^{3}$. In its definition the update of the prefixed addresses is also required. That is, in $x:=_{i} e$ all variables that have prefix $x$ (i.e. $x . a, x . d, x . d . c)$ are expected to be updated appropriately. Two auxiliary functions are defined to filter all addresses of interest. The function $X^{\uparrow}$ yields all addresses that have prefixes in $X$, and $\operatorname{ext}_{S}(x)$ selects all address names that are prefixed by $x$ or addresses that share their values with $x$.

$$
\begin{aligned}
X^{\uparrow} & \widehat{=} \bigcup\{x: X \bullet x \infty\} \\
\operatorname{ext}_{X}(x) & \widehat{=} \operatorname{share}_{X}(x)^{\uparrow}
\end{aligned}
$$

All extensions of $x$ are removed from $A$, all values associated to children (addresses with prefix $x$ ) of $x$ have their values removed and a new association to the value of $e$ is considered, and at last, all relations between these children are also removed from the sharing equivalence $S$. The set $\operatorname{share}_{S}(x) \cup \operatorname{ext}_{S}(x)$ is the set of all variables that share values with $x$ and all their extensions, and $\operatorname{share}_{S}(x) \backslash \operatorname{ext}_{S}(x)$ selects only those addresses which share values with $x$ excluding their children

[^6]that became inexistent after this assignment.
\[

$$
\begin{aligned}
& x:={ }_{i} e \widehat{=} \mathbf{H P I} \circ \mathbf{H P 9}\left(\begin{array}{l}
A^{\prime}=A \backslash \operatorname{ext}_{S}(x) \wedge \\
V^{\prime}=\left(\operatorname{ext}_{S}(x) \triangleleft V\right) \cup\left\{a:\left(\operatorname{share}_{S}(x) \backslash \operatorname{ext}_{S}(x)\right) \bullet a \mapsto e\right\} \wedge \\
S^{\prime}=\operatorname{ext}_{S}(x) \nleftarrow S \triangleright \operatorname{ext}_{S}(x)
\end{array}\right) \\
& \quad \text { provided } x \in A, x \notin \operatorname{dom} V
\end{aligned}
$$
\]

The second type of assignment is that of pointers. Again, a distinction between terminal and internal nodes is made. For terminal nodes, the set of valid addresses prefixed by $x$ is extended with all the suffixes of addresses prefixed by $y$, values previously associated to $x$ are removed and the values associated with the new suffixes of $y$ are associated to the new addresses included in $A$, and finally, for $S$, the original relations of $x$ are replaced by the relation of $x$ with $y$ and its forward closure.

$$
\begin{aligned}
& x:{ }^{-} t y \hat{=} \hat{=} \mathbf{H P I} \circ \mathbf{H P 9}\left(\begin{array}{l}
A^{\prime}=A \cup\{a: A d \mid y \cdot a \in A \bullet x \cdot a\} \wedge \\
V^{\prime}=(\{x\} \notin V) \oplus\{a: \operatorname{dom} V ; f a: \text { seq Label } \mid a=y . f a \bullet x . f a \mapsto V(y \cdot f a)\} \wedge \\
S^{\prime}=(((\{x\} \notin S \triangleright\{x\}) \cup\{x \mapsto y\}) \cup\{a: A d \mid y \cdot a \in A \bullet x . a \mapsto y \cdot a\})^{*}
\end{array}\right) \\
& \quad \text { provided } x \in \operatorname{dom} V
\end{aligned}
$$

The internal case is a generalization of the terminal case, where all addresses with prefix $x(x \infty)$ are expected to be removed from $A, V$ and $S$ before the required adjustments.

$$
x:-_{i} y \hat{=} \text { HPI } \circ \mathbf{H P 9}\left(\begin{array}{c}
A^{\prime}=(A \backslash x \infty) \cup\{a: A d \mid y \cdot a \in A \bullet x \cdot a\} \wedge \\
V^{\prime}=(x \infty \triangleleft V) \oplus\{a: \operatorname{dom} V ; f a: \text { seq Label } \mid a=y . f a \bullet x . f a \mapsto V(y \cdot f a)\} \wedge \\
S^{\prime}=(((x \infty \cup\{x\}) \& S \triangleright(x \infty \cup\{x\})) \cup\{x \mapsto y\} \cup \\
\{a: A d \mid y \cdot a \in A \bullet x . a \mapsto y . a\})^{*}
\end{array}\right)
$$

provided $x \in A, x \notin \operatorname{dom} V$

In [HCW07] these kinds of assignments are proved to be HP7-12 healthy, and moreover theorems and laws, such as $\operatorname{share}_{\left(\operatorname{ext}_{S}(x) \notin S \triangleright \operatorname{ext}(x)\right)}(x)=\operatorname{share}_{S}(x) \backslash \operatorname{ext}_{S}(x)$ for finite addresses, are described and proved.

### 5.2.5 Records

The last concept relevant to our integration is record creation. It defines what are the effects on the pointer machine of allocating a new memory space. Different from [HCW07] we consider new $(f)$ as an expression whose value is defined as a mapping from names to values as defined below, where $f$ stand for a set of names for record fields.

$$
\text { new }(f) \widehat{=}\{n: \text { name } ; v: \text { Value } \mid n \in f \bullet n \mapsto v\}
$$

The assignment of a new $(f)$ expression to $x$, ' $x:==_{r} \mathbf{n e w}(f)$ ', is thus defined as

$$
\begin{aligned}
& x:={ }_{r} \operatorname{new}(f) \widehat{=} \mathbf{H P I} \circ \mathbf{H P 9}\left(\begin{array}{l}
A^{\prime}=(A \backslash x \infty) \cup\{n: \text { name } \mid n \in \operatorname{dom} \operatorname{map} \bullet x . n\} \wedge \\
V^{\prime}=((x \infty \cup\{x\}) \triangleleft V) \oplus\{n: \text { name } \mid n \in \operatorname{dom} \operatorname{map} \bullet x . n \mapsto \operatorname{map}(n)\} \wedge \\
S^{\prime}=(x \infty \cup\{x\}) \triangleleft S \triangleright(x \propto \cup\{x\})
\end{array}\right. \\
& \quad \begin{array}{l}
\text { provided } x \in A \\
\quad \text { where } \operatorname{map}=\operatorname{new}(f)
\end{array}
\end{aligned}
$$

With a detailed analysis it is possible, and not surprising, to verify that there is a close relation with the definition of variable declaration:

- in declarations $x$ is introduced in $A$; record creation associates the record fields $f_{0}, \ldots, f_{n}$ to addresses prefixed by $x$ in $A\left(x . f_{0}, \ldots, x . f_{n}\right)$;
- in declarations $x$ is associated to an arbitrary value, and in record creation the values previously associated to $x$ and all addresses with prefix $x$ are removed from $V$ and the new record fields values are included ${ }^{4}$;
- in declarations $x$ shares a value with itself, after record creation all new addresses $x . f_{0}, \ldots, x . f_{n}$ are fresh and $x$ itself has not a value, therefore must be removed from $S$.
The record creation is valid for any set of names defined in $f$, but the record assignment is defined only for those addresses in $A$.

Example 7 (Pointer theory). This example shows how the pointer machine behaves for a simple program presented in Figure 5.1. Considering $A, V$, and $S$ initially empty, the effect of program

$$
\begin{aligned}
& l_{1}: \operatorname{var} x \\
& l_{2}: \operatorname{var} y \\
& l_{3}: x:=\operatorname{new}(a, b) \\
& l_{4}: y:-x \\
& l_{5}: y:=\operatorname{new}(c, d) ; \\
& l_{6}: y \cdot c:-x ; \\
& l_{7}: y \cdot c . a:=v_{7} ; \\
& l_{8}: x:=v_{8} \\
& l_{9}: \text { end } x \\
& l_{10}: \text { end } y
\end{aligned}
$$

Figure 5.1: A program using pointers.
execution is presented in the sequel, where we describe the values of the observational variables

[^7]after each command. The values from $v_{1}$ to $v_{8}$ are arbitrary, but we assume that $v_{7}$ and $v_{8}$ are primitives. The assignment types $\left(:=_{t},:={ }_{i}\right.$, or $\left.:=_{r}\right)$ are inferred from the context where they are used.
\{ just before starting all variables are empty \}
$A=\{ \} \wedge V=\{ \} \wedge S=\{ \}$
$l_{1}, l_{2}$ :'var $x$; var $y$ ' $\{$ variable declaration $\}$
$A^{\prime}=\{x, y\} \wedge V^{\prime}=\left\{x \mapsto v_{1}, y \mapsto v_{2}\right\} \wedge S^{\prime}=\{x \mapsto x, y \mapsto y\}$
$l_{3}: ‘ x:=\operatorname{new}(a, b) \prime\left\{\right.$ record creation and assignment $\left(:={ }_{r}\right)$ for variable $\left.x\right\}$

$A^{\prime}=\left\{\begin{array}{l}x, x . a, x . b, \\ y\end{array}\right\} \wedge V^{\prime}=\left\{\begin{array}{l}x . a \mapsto v_{3}, x . b \mapsto v_{4}, \\ y \mapsto v_{2}\end{array}\right\} \wedge S^{\prime}=\{x \mapsto x, y \mapsto y\}$
$l_{4}::^{\prime} y:-x$ ' \{ pointer assignment, associate a chain of references ( $\left.\left.:-{ }_{i}\right)\right\}$
$A^{\prime}=\left\{\begin{array}{l}x, x . a, x . b, \\ y, y . a, y \cdot b\end{array}\right\} \wedge V^{\prime}=\left\{\begin{array}{l}x \cdot a \mapsto v_{3}, x \cdot b \mapsto v_{4}, \\ y \cdot a \mapsto v_{3}, y \cdot b \mapsto v_{4}\end{array}\right\} \wedge S^{\prime}=\left\{\begin{array}{l}x \mapsto x, y \mapsto y, \\ x \mapsto y, \\ x \cdot a \mapsto y \cdot a, x \cdot b \mapsto y \cdot b\end{array}\right\}$ **
$l_{5}: y:=\operatorname{new}(c, d),\left\{\begin{array}{l}\text { record creation and assignment }(:=r), \\ \text { creates new values for } y \cdot c \ldots \text { and undo references to } x\end{array}\right\}$
$A^{\prime}=\left\{\begin{array}{l}x, x . a, x . b, \\ y, y . c, y . d\end{array}\right\} \wedge V^{\prime}=\left\{\begin{array}{l}x . a \mapsto v_{3}, x . b \mapsto v_{4}, \\ y . c \mapsto v_{5}, y . d \mapsto v_{6}\end{array}\right\} \wedge S^{\prime}=\{x \mapsto x, y \mapsto y\}$
$l_{6}:$ ' $y . c:-x$ ' $\left\{\right.$ pointer assignment, of a terminal address $y . c$ to a non-terminal $\left.x\left(:-{ }_{i}\right)\right\}$
$A^{\prime}=\left\{\begin{array}{l}x, x . a, x . b, \\ y, y . c, y \cdot d, \\ y . c . a, y . c . b\end{array}\right\} \wedge V^{\prime}=\left\{\begin{array}{l}x . a \mapsto v_{3}, x . b \mapsto v_{4}, \\ y . d \mapsto v_{6}, \\ y . c . a \mapsto v_{3}, y . c \cdot b \mapsto v_{4}\end{array}\right\} \wedge S^{\prime}=\left\{\begin{array}{l}x \mapsto x, y \mapsto y, \\ y . c \mapsto x, \\ y . c \cdot a \mapsto x \cdot a, \\ y . c \cdot b \mapsto x \cdot b\end{array}\right\}$
$l_{7}: ' y . c . a:=v_{7}$ ' $\left\{\right.$ value assignment, to a terminal address which shares a value $\left.\left(:={ }_{t}\right)\right\}$
$A^{\prime}=\left\{\begin{array}{l}x, x . a, x . b, \\ y, y . c, y . d, \\ \text { y.c.a, y.c.b }\end{array}\right\} \wedge V^{\prime}=\left\{\begin{array}{l}x . a \mapsto v_{7}, x . b \mapsto v_{4}, \\ y . d \mapsto v_{6}, \\ \text { y.c. } a \mapsto v_{7}, y . c . b \mapsto v_{4}\end{array}\right\} \wedge S^{\prime}=\left\{\begin{array}{l}x \mapsto x, y \mapsto y, \\ y . c \mapsto x, \\ y . c . a \mapsto x . a, \\ y . c . b \mapsto x . b\end{array}\right\}$
$l_{8}::^{\prime} x:=v_{8}$ ' $\left\{\right.$ value assignment, to a non-terminal address $\left.\left(:={ }_{i}\right)\right\}$
$A^{\prime}=\left\{\begin{array}{l}x, \\ y, y . c, y . d\end{array}\right\} \wedge V^{\prime}=\left\{\begin{array}{l}x \mapsto v_{8}, \\ y . c \mapsto v_{8}, \\ y . d \mapsto v_{6}\end{array}\right\} \wedge S^{\prime}=\left\{\begin{array}{l}x \mapsto x, y \mapsto y, \\ y . c \mapsto x\end{array}\right\}^{*}$
$l_{9}$ :'end $x$ '\{ undeclaration \}
$A^{\prime}=\{y, y \cdot c, y \cdot d\} \wedge V^{\prime}=\left\{\begin{array}{c}y . c \mapsto v_{8}, \\ y \cdot d \mapsto v_{6}\end{array}\right\} \wedge S^{\prime}=\{y \mapsto y\}$
$l_{10}$ :'end $y$ ' $\{$ undeclaration \}
$A^{\prime}=\{ \} \wedge V^{\prime}=\{ \} \wedge S^{\prime}=\{ \}$
Observing this example we conclude that to consider object instances instead of records some changes are required, as the use of class information to select the appropriate fields of a record. Moreover, the assignment of line 8 is not a valid assignment for typed languages. These are some of the topics handled in the next section.

### 5.3 Integration

The objective of this section is to relate concepts present in both theories under a combined one where all previous observational variables and healthiness conditions are considered. That is, we consider all variables already presented; all definitions from object-orientation are inherited and some definitions are progressively changed to be characterised in terms of the pointer machine. For example, record creation is related to object creation and some adjustments are required for a combined theory, i.e. record creation of pointers changes to use and record typing information required by object-orientation.

The set of predicates that satisfy this new hybrid theory lies in the intersection of predicated delimited by OO and HP. Moreover, during the integration process some extra information is required and a new observational variable is used; this new observational variable uses information of both theories and its restrictions are provided by healthiness conditions identified by PO. In the following sections we present the changes required for the integration; in the Appendix D all definitions and constructs of the integrated theory are presented.

### 5.3.1 Observational Variables and HCs

The following observational variable is responsible for recording the dynamic type of addresses; given an address, which has a value, it is possible to recover its dynamic type. This information is
required for the integrated definition of commands such as assignments, and expressions such as type tests.

Definition 14 (Dynamic types). The type of a value associated to an address is recorded in $d t s: A d \mapsto$ Type.

A possible value for this variable is $d t s^{0}$ defined below, which is useful in examples.

$$
d t s^{0}=\{ \}
$$

There is a close relationship between this new observational variable and some variables present in the theories of object-orientation and pointer. We represent this relationship as a new healthiness condition which establishes that all valid addresses have a dynamic type in $d t s$, and all dynamic types associated to a given address are present in cls or are primitives.

PO1 $P=P \wedge \operatorname{dom} d t s=A \wedge \operatorname{ran} d t s \subseteq$ Type
PO2 stands for the restriction of final values.

$$
\text { PO2 } P=P \wedge \operatorname{dom} d t s^{\prime}=A^{\prime} \wedge \operatorname{ran} d t s^{\prime} \subseteq\{\mathbb{B}, \mathbb{Z}\} \cup c^{\prime} s^{\prime}
$$

As usual, $\mathbf{P O}$ is used to refer to their composition $\mathbf{P O 1} \circ \mathbf{P O 2}$. Since $\mathbf{P O 1}$ is a conjunctive healthiness condition $(\mathbf{C H})$ the results of Harwood et al. with respect to closeness of operators, and our law for commutativity, can be applied.

All definitions in the integrated theory are supposed to be $\mathbf{O O}, \mathbf{H P}$ and $\mathbf{P O}$ healthy; therefore, they are all surrounded by IT, defined as:

$$
\mathbf{I T} \widehat{=} \mathbf{O O} \circ \mathbf{H P} \circ \mathbf{P O}
$$

An important remark is that according to Law $1<\mathbf{C H}$ s-commutativity $>$, the order of application of $\mathbf{H P}, \mathbf{O O}$ and $\mathbf{P O}$ is irrelevant for this definition, and in the forthcoming ones.

### 5.3.2 Restricting HP3

In a perfect integration, the healthiness conditions of a theory should not interfere with the HCs from the other one. Unfortunately this is not the case, in order to allow integration we have to extend the set of variables considered for $N P V$ presented in HP3. Observe that the theory of object-orientation has other observational variables $c l s, s c$ and atts, and method variables, which are not programming variables and cannot be de-referenced in the pointer machine. Thus, in the integration we have that

$$
\{A, V, S, c l s, s c, a t t s, d t s\} \cup M \subseteq N P V
$$

where: $M$ is the set of method variables.

Only variables outside this set can be de-referenced; from HP3 we have that NPV $\nsubseteq \operatorname{vars}(A)$. Since we are restricting the set of variables for $N P V$, we are strengthening the condition associated to HP3, therefore, the set of valid predicates for this new restriction is smaller than before

$$
\{A, V, S, c l s, s c, a t t s, d t s\} \cup M \subseteq N P V \Rightarrow\{A, V, S\} \subseteq N P V
$$

In other words, the set of predicates filtered by this condition is smaller than, and a subset of, those filtered by the original version of HP3.

### 5.3.3 Variables

In the theory of pointers, variable information is recorded in the pointer machine. We reuse the definition of object-orientation where the type has to be previously defined, and we extended it to consider $d t s$. The definition had to change to accommodate a new proviso in the design $(x \notin A)$, and the postcondition had to include all changes required in $d t s, A, V$ and $S$. All other variables not mentioned remain unchanged $\left(w^{\prime}=w\right)$.

$$
\operatorname{var} x: T \widehat{=} \mathbf{I T}\left(\{T \in T y p e\}_{\perp} ; \operatorname{var} x t, x ; x \notin A \vdash \exists v: \text { Value } \bullet\left(\begin{array}{l}
x t^{\prime}=T \wedge \\
x^{\prime} \in \mathcal{V}(T) \wedge \\
A^{\prime}=A \cup\{x\} \wedge \\
V^{\prime}=V \oplus\{x \mapsto v\} \wedge \\
S^{\prime}=S \cup\{x \mapsto x\} \wedge \\
d t s^{\prime}=d t s \oplus\{x \mapsto T\} \wedge \\
w^{\prime}=w
\end{array}\right)\right)
$$

provided $x \notin \operatorname{in} \alpha(\operatorname{var} x: T)$
where $w \in \operatorname{in} \alpha(\operatorname{var} x: T) \backslash\{x, x t, A, V, S, d t s\}$
In this definition the dynamic type of $x$ is recorded in $d t s$, and the pointer machine variables are updated according to the pointer machine definition for variable declaration. Only typed variables are recorded in $A$; method variables receive the same treatment as in object-orientation theory. The variable removal is a simple merge of both theory definitions, with adjusts.

$$
\text { end } \left.x: T \widehat{=} \mathbf{I T}\left(\left(\begin{array}{l}
A^{\prime}=A \backslash\{x \infty \cup\{x\}\} \wedge \\
V^{\prime}=(x \infty \cup\{x\}) \triangleleft V \wedge \\
S^{\prime}=(x \infty \cup\{x\}) \triangleleft S \triangleright(x \infty \cup\{x\}) \wedge \\
d t s^{\prime}=(x \infty \cup\{x\}) \triangleleft d t s \wedge \\
w^{\prime}=w
\end{array}\right)\right) ; \text { end } x, x t\right)
$$

provided $x \in \operatorname{in} \alpha($ end $x: T)$
where $w \in \operatorname{in\alpha }($ end $x: T) \backslash\{x, A, d t s, V, S\}$
In this removal, since $x$ is excluded of the pointer machine, the $x^{\prime}$ becomes undefined, therefore, it is not part of $w$.

### 5.3.4 What is a Value?

We have seen that the pointer theory records values in a pointer machine; those values recorded by pointer machines are generally referred as elements of the set Value. For this combined theory, Value is defined as

$$
\text { Value } \widehat{=}\{T: \text { Type } ; i: \text { name } \mid i \in T \bullet i\}
$$

Considering each type in isolation: if $T=\mathbb{Z}$, we have $\{-\infty, \ldots, 0, \ldots,+\infty\}$; if $T=\mathbb{B}$, we have \{true, false\}; the elements for $T \in c l s$, however, are null. Thus, Value represents the set

$$
\{-\infty, \ldots, 0, \ldots,+\infty\} \cup\{\text { true }, \text { false }\} \cup\{\text { null }\}
$$

### 5.3.5 Expressions

Since types are important in the definitions of valid assignments and other operations in objectorientation, we have to characterize what are the values yielded by expressions like 9999 (a primitive value) or $x$ (an address) in the integrated theory.

In the theory for object-orientation the result yielded by an expression is formed by type and value $\left(e_{t}, e_{v}\right)$ which is used to perform type checking in the program. If a constant is used, for example 9999 , it implicitly carries type information $(\mathbb{Z}, 9999)$; for objects the same happens. If $x$ records an object, the value for $x$ is characterised as a pair $\left(x_{t}, x_{v}\right)$, where $x_{t}$ is the dynamic type for $x$ and $x_{v}$ is null, or a mapping from attribute names to values, which are also pairs.

In the pointer theory, the types are not considered. The result of an expression is a Value, for primitive types, or the result of the de-referencing function '!', for variables recorded into the pointer machine.

The challenge is how to connect both theories in such a way that the HCs of the objectorientation theory and the HCs of the pointer theory hold. In the object-orientation theory, the $\mathrm{HCs} \mathbf{O O}$ do not restrict the values associated to variables, but its formalization rely on type information associated to values to validate assignments and other constructions. For pointers, however, HP3 establishes that the value of a variable is the result of the de-referencing function !!'

To satisfy these two restrictions we introduce type information in the interpretation of ! $x$. As already said, the typing information is required for the correct behavior of object-oriented programs. It is the reason for a new variable $d t s$ which records type information associated to addresses. The dynamic type of a variable is recorded in $d t s$, and the value in $V$.

In the integrated theory, if an expression is a constant value as 9999, it still stands for $(\mathbb{Z}, 9999)$. In other words, we have implicit type information. For a variable $x$ we have that the value yielded
by its de-referencing is also a pair defined as follows.

$$
!x \widehat{=}\left\{\begin{array} { l } 
{ ( d t s ( x ) , V ( x ) ) , \text { if } x \in \operatorname { t e r m } ( A ) } \\
{ ( d t s ( x ) , V \cdot x ) , \text { otherwise. } . }
\end{array} \quad ! x ^ { \prime } \hat { = } \left\{\begin{array}{ll}
\left(d t s\left(x^{\prime}\right), V^{\prime}(x)\right), & \text { if } x \in \operatorname{term}\left(A^{\prime}\right) \\
\left(d t s\left(x^{\prime}\right), V^{\prime} \cdot x\right), & \text { otherwise } .
\end{array}\right.\right.
$$

The value of a variable is a pair with its dynamic type, and its de-referencing in the pointer machine. For example, in a context where

$$
\text { dts }=\left\{\begin{array}{l}
x \mapsto \mathbb{Z}, \\
y \mapsto \mathbb{B}
\end{array}\right\}, A=\left\{\begin{array}{l}
x, \\
y
\end{array}\right\}, V=\left\{\begin{array}{l}
x \mapsto 1, \\
y \mapsto \text { false }
\end{array}\right\}
$$

the values of $x$ and $y$ are respectively $(\mathbb{Z}, 1)$ and $(\mathbb{B}$, false). In a context

$$
d t s=\left\{\begin{array}{l}
x \mapsto \text { Account, } \\
x . n u m b e r \\
x . \text { balance } \mapsto \mathbb{Z}, \\
\text { x.contact } \mapsto \text { Contact }
\end{array}\right\}, A=\left\{\begin{array}{l}
x, \\
\text { x.number }, \\
\text { x.balance, } \\
\text { x.contact }
\end{array}\right\}, V=\left\{\begin{array}{l}
x . n u m b e r \mapsto 1234, \\
\text { x.balance } \mapsto 1, \\
\text { x.contact } \mapsto \text { null }
\end{array}\right\}
$$

the value of $x$ is (Account, $\{$ number $\mapsto 1234$, balance $\mapsto 1$, contact $\mapsto$ null $\}$ ). The value of $x$.contact is (Contact, null).

## Well-definedness

In integrated theory well-definedness conditions described for object-orientation are still valid with the exception of variables rules. For a variable be valid it must also belong to $A$.

$$
\begin{aligned}
\text { Variables } & \\
\mathcal{D}(x) & \hat{=} x t \in \text { Type } \wedge x \in A \\
\mathcal{D}(\text { self }) & \hat{=} \operatorname{self} t \in \operatorname{cls} \wedge \operatorname{self} \in A
\end{aligned}
$$

## Object Creation, Type Test, Type Cast and Variable Accesses

The definition of object creation reflects the object-orientation type restriction for attributes and add type information for the register. The result of new, is a constant structure; changes are not allowed until this structure is recorded in the pointer machine.

$$
\begin{aligned}
\text { new } N & \hat{=}(N,\{n: \text { name } ; v: \text { Value } \mid n \in \operatorname{dom} \operatorname{map} \wedge v \in \operatorname{map}(n) \bullet n \mapsto v\}) \\
& \text { where } \operatorname{map}=\mathcal{U}(a t t s, c l s, N)
\end{aligned}
$$

Values assigned to attributes are in Value: an integer, a boolean or an object value, and the well-definedness for new $N$ is preserved as $N \in c l s$. Moreover, the new declaration yields the same representation of an object as previously argued for a variable access (a pair of a type and a mapping of attribute to values).

In the definition for assignment of new values, this structure is recorded in the pointer machine as records used to be in the pointer theory, but extra information about attribute types are also recorded in $d t s$ with the help of $\mathcal{U}(a t t s, c l s, N)$.

The type test and type cast are resolved in the same manner as in the theory of objectorientation; the variable and attribute accesses, however, are much simpler, ! $x$ and !le. $x$, respectively.

Equality The definition of equality of values in the theory of pointers must be changed to

$$
p={ }_{v} q \equiv A \cdot p=A \cdot q \wedge!p=!q
$$

since the previous one could not be used to compare two addresses like $x$ and $y$ whose values were primitives, for example. The value of an address $p$ is provided by the '!' function, if it holds a primitive or an object value. The comparison of addresses is the same as that of the pointer theory.

### 5.3.6 Commands

This section shows how command definitions in the theory for object-orientation have to change to accommodate the pointer machine.

## Well-definedness

All well-definedness rules, with the exception of method call, remain unchanged. For example, the definition of well-definedness for assignments

## Assignment to variables

$$
\mathcal{D}(x:=e) \widehat{=} \mathcal{D}(x) \wedge \mathcal{D}(e) \wedge e_{t} \preceq x t
$$

## Assignment to attributes

$$
\mathcal{D}(l e . x:=e) \widehat{=} \mathcal{D}(l e . x) \wedge \mathcal{D}(e) \wedge e_{t} \preceq \mathcal{U}\left(\text { atts }, s c, l e_{t}\right)(x)
$$

remain unchanged, but $\mathcal{D}(x)$ includes $x \in A$, and for $\mathcal{D}(l e . x)$ the first label in le. $x$ must be in $A$.
As we have another type of assignment (:-), we describe its well-definedness rules below, which are similar to assignment of values.

$$
\begin{aligned}
& \mathcal{D}(x:-y) \widehat{=} \mathcal{D}(x) \wedge \mathcal{D}(y) \wedge y_{t} \preceq x t \\
& \mathcal{D}(l e . x:-y) \widehat{=} \mathcal{D}(l e . x) \wedge \mathcal{D}(y) \wedge y_{t} \preceq \mathcal{U}\left(a t t s, s c, l e_{t}\right)(x)
\end{aligned}
$$

The well-definedness of method calls le.m(x) using res and valres specify that the frame of $l e$ and $x$ must be disjoint. In this hybrid theory instead of using sdisjoint, as defined in ROOL to verify if two address do not overlap, the frame of a variable (address) can be easily calculated as

$$
\operatorname{frame}(x) \widehat{=} \operatorname{share}_{S}(x) \cup \operatorname{ext}_{S}(x)
$$

thus, the predicate sdisjoint $(l e, x)$ can be replaced by

$$
\operatorname{frame}(l e) \cap \operatorname{frame}(x)=\emptyset
$$

in the well-definedness rules for method calls, which is simpler to calculate.

## Assignments

The five forms of assignments presented in the theory for pointers are reduced to three. They perform updates of $d t s$, and also are presented as designs where preconditions include well-definedness restrictions. The definitions were changed to associate the addresses with their corresponding dynamic types. This information is crucial in type testing and casting, and to recover the value of an object, as previously discussed.

Different from variable (un)declaration, the definitions of assignments do not refer to those variables that remain unchanged $w$; this is due to the impact of changing the information in the pointer machine that can affect variables other than $x$ which share values or locations.

The first form is assignment of values; we have joined definitions. The assignment $x:=e$ where $e$ is a constant is trivial, the second case was an assignment to a non-terminal node, in this integrated theory the only value assignable to such addresses is null. For both cases the definition below, applies.

```
\(x:=e \widehat{=}\)
\(\operatorname{IT}\left(\begin{array}{l}\mathcal{D}(x:=e) \vdash\left(\begin{array}{l}A^{\prime}=A \backslash \operatorname{ext}_{S}(x) \wedge \\ V^{\prime}=\left(\left(\operatorname{ext}_{S}(x) \cup \operatorname{share}_{S}(x)\right) \triangleleft V\right) \oplus\left\{a:\left(\operatorname{share}_{S}(x) \backslash \operatorname{ext}_{S}(x)\right) \bullet a \mapsto e_{v}\right\} \wedge \\ S^{\prime}=\operatorname{ext}_{S}(x) \& S \triangleright \operatorname{ext}_{S}(x) \wedge \\ d t s^{\prime}=\left(\left(\operatorname{ext}_{S}(x) \cup \operatorname{share}_{S}(x)\right) \triangleleft d t s\right) \oplus\left\{a:\left(\operatorname{share}_{S}(x) \backslash \operatorname{ext}_{S}(x)\right) \bullet a \mapsto e_{t}\right\}\end{array}\right)\end{array}\right)\)
```

Notice that in the pointer theory $:-{ }_{i}$ is a generalization of $:-t$; we combined them into a single definition and introduced updates for $d t s$.

The assignment of a newly created structure is different and defined in the sequel. In this case we have a structure associated to a type, and we record its information into the pointer machine with dynamic type information associated.

$$
\begin{aligned}
& x:={ }_{r} \text { new } N \widehat{=} \\
& \text { IT }\left(\begin{array}{l}
\mathcal{D}(x:=\text { new } N) \vdash\left(\begin{array}{l}
A^{\prime}=(A \backslash x \infty) \cup\{n: \text { name } \mid n \in \operatorname{dom} \operatorname{map} \bullet x . n\} \wedge \\
V^{\prime}=((x \infty \cup\{x\}) \& V) \oplus\{n: \text { name } \mid n \in \operatorname{dom} \operatorname{map} \bullet x . n \mapsto \operatorname{map}(n)\} \wedge \\
S^{\prime}=(x \infty \cup\{x\}) \& S \triangleright(x \infty \cup\{x\}) \wedge \\
d t s^{\prime}=((x \infty \cup\{x\}) \& d t s) \oplus(\{x \mapsto N\} \cup\{x . f \mapsto \operatorname{aclos}(f) \mid f \in \operatorname{dom} \operatorname{map}\}) \wedge \\
w^{\prime}=w
\end{array}\right.
\end{array}\right)
\end{aligned} \quad \begin{aligned}
& \text { where }(N, \text { map })=\text { new } N
\end{aligned} \quad \begin{aligned}
& \text { with } \operatorname{aclos}=\mathcal{U}(\text { atts, cls, } N) \\
& \text { and } w \in \operatorname{in\alpha }\left(x:={ }_{r} \text { new } N\right) \backslash\{A, V, S, d t s\}
\end{aligned}
$$

For pointer assignments the behaviour is the same as of that for pointers, but for each new shared entry a corresponding dynamic type is added to $d t$. Moreover, since ' $:-{ }^{\prime}$ ' is a generalization of ':- $i$ ' only the general form is considered.

$$
\begin{aligned}
& x:-y \widehat{=} \\
& \mathbf{I T}\left(\begin{array}{l}
\mathcal{D}(x:-e) \\
\vdash \\
\left(\begin{array}{l}
A^{\prime}=(A \backslash x \infty) \cup\{a: A d \mid y \cdot a \in A \bullet x . a\} \wedge \\
V^{\prime}=(x \infty \triangleleft V) \oplus\{a: \operatorname{dom} V ; f a: \text { seq Label } \mid a=y . f a \bullet x . f a \mapsto V(y . f a)\} \wedge \\
S^{\prime}=(((x \infty \cup\{x\}) \triangleleft S \triangleright(x \infty \cup\{x\})) \cup\{x \mapsto y\} \cup\{a: A d \mid y . a \in A \bullet x . a \mapsto y . a\})^{*} \wedge \\
d t s^{\prime}=(x \infty \triangleleft d t s) \oplus(\{a: \operatorname{dom} V ; f a: \text { seq Label } \mid a=y . f a \bullet x . f a \mapsto d t s(y . f a)\} \cup\{x \mapsto d t s(y)\})
\end{array}\right)
\end{array}\right)
\end{aligned}
$$

## Method Call

The semantics of method calls has also to consider HCs from pointers and $\mathbf{P O}$ s; thus the new definition is

$$
\begin{aligned}
& l e . m(\operatorname{args})=\mathbf{I T}\left(\{\mathcal{D}(l e . m(\operatorname{args}))\}_{\perp} ;\left(p d s_{e} \bullet p\right)(l e, \operatorname{args})\right) \\
& \text { where } m=\operatorname{pds}_{e} \bullet \mathrm{p}
\end{aligned}
$$

as explained before, but with the restrictions over observational variables of both theories and dts.

Call-by-reference With assignment of pointers, we can define another type of parameter passing mechanism: ref, passed by reference. The corresponding $\lambda$-abstraction is defined as follows.

$$
(\operatorname{ref} v: T \bullet p) \widehat{=}(\lambda w: \mathcal{N} \bullet(\operatorname{var} v: T ; v:-w ; p ; \text { end } v: T))
$$

Its well-definedness rule is similar to the call-by-value.
Call-by-reference
$\mathcal{D}(l e . m(e)) \widehat{\mathcal{D}}(l e) \wedge l e_{v} \neq \mathbf{n u l l} \wedge$ compatible $(l e, m) \wedge e_{t} \preceq T$
provided $\exists \mathrm{p} \bullet m=(\mathrm{ref} \mathrm{x}: \mathrm{T} \bullet \mathrm{p})$
Example 8 (Integrated theory). This is an example where two Accounts share the same contact information. The program considered is presented in Figure 5.2. In its stepwise execution we consider the initial variables of object-orientation as described in Example 4, all pointer machine variables $A, V$ and $S$ are empty, and the dynamic type mapping $d t s$ is empty. The execution is concerned only with the states of $d t s, A, V$ and $S$ since $c l s, s c$ and atts are not affected by the program execution. To reduce the example size we use the abbreviations $n u, b a, c o, b o$ and $p h$ to refer to attributes number, balance, contact, bonus and phone, respectively, and for simplicity we use 0 for integers or null for objects as initial values of attributes, in spite of their non-determinism on initialization.
\{ just before starting all variables are empty \}
$A=\{ \} \wedge d t s=\{ \} \wedge V=\{ \} \wedge S=\{ \}$

```
\(l_{1}: \operatorname{var} y:\) Account;
\(l_{2}\) : var \(x:\) Account;
\(l_{3}: y:=\) new BAccount;
\(l_{4}: x:-y ;\)
\(l_{5}: x:=\) new Account;
\(l_{6}: y\).contact \(:=\) new Contact;
\(l_{7}: x . c o n t a c t:-y . c o n t a c t ;\)
\(l_{8}:\) x.contact.phone \(:=9\);
\(l_{9}\) : end \(y\) : Account;
\(l_{10}\) : end \(x:\) Account
```

Figure 5.2: An object-oriented program with sharing.
$l_{1}, l_{2}: ' v a r ~ y:$ Account; var $x:$ Account' \{ variable declaration \}
$A^{\prime}=\left\{\begin{array}{l}y, \\ x\end{array}\right\} \wedge d t s^{\prime}=\left\{\begin{array}{l}y \mapsto \text { Account }, \\ x \mapsto \text { Account }\end{array}\right\} \wedge V^{\prime}=\left\{\begin{array}{l}y \mapsto \text { null }, \\ x \mapsto \text { null }\end{array}\right\} \wedge S^{\prime}=\left\{\begin{array}{l}y \mapsto y, \\ x \mapsto x\end{array}\right\}$
$l_{3}: y:=$ new BAccount' \{ object creation and assignment $\left(:={ }_{r}\right)$ for variable $\left.y\right\}$
$A^{\prime}=\left\{\begin{array}{l}x, \\ y, \\ y \cdot n u, y \cdot b a, \\ y \cdot c o, \\ y . b o\end{array}\right\} \wedge d t s^{\prime}=\left\{\begin{array}{l}x \mapsto \text { Account, } \\ y \mapsto \text { BAccount, } \\ y \cdot n u \mapsto \mathbb{Z}, y \cdot b a \mapsto \mathbb{Z}, \\ y \cdot c o \mapsto \text { Contact, } \\ y . b o \mapsto \mathbb{Z}\end{array}\right\} \wedge V^{\prime}=\left\{\begin{array}{l}x \mapsto \text { null, } \\ y \cdot n u \mapsto 0, y \cdot b a \mapsto 0, \\ y \cdot c o \mapsto \text { null, } \\ y . b o \mapsto 0\end{array}\right\} \wedge S^{\prime}=\left\{\begin{array}{l}y \mapsto y, \\ x \mapsto x\end{array}\right\}$
$l_{4}:{ }^{\prime} x:-y$ ' \{ pointer assignment, associate a chain of references \}
$A^{\prime}=\left\{\begin{array}{l}x, \\ x . n u, x . b a, \\ x . c o, \\ x . b o, \\ y, \\ y . n u, y . b a, \\ y . c o, \\ y . b o\end{array}\right\} \wedge d t s^{\prime}=\left\{\begin{array}{l}x \mapsto B A c c o u n t, \\ x . n u \mapsto \mathbb{Z}, x . b a \mapsto \mathbb{Z}, \\ x . c o \mapsto C o n t a c t, \\ x . b o \mapsto \mathbb{Z}, \\ y \mapsto B A c c o u n t, \\ y . n u \mapsto \mathbb{Z}, y . b a \mapsto \mathbb{Z}, \\ y . c o \mapsto C o n t a c t, \\ y . b o \mapsto \mathbb{Z}\end{array}\right\} \wedge V^{\prime}=\left\{\begin{array}{l}x . n u \mapsto 0, \\ x . b o \mapsto 0 \\ y \cdot n u \mapsto 0, \\ y . b a \mapsto 0, \\ y . c o \mapsto \text { null, } \\ y . b o \mapsto 0\end{array}\right\} \wedge S^{\prime}=\left\{\begin{array}{l}x . b a \mapsto 0, \\ x . c o \mapsto \text { null } \\ x . n u \mapsto y \cdot n u, \\ x . b a \mapsto y \cdot b a, \\ x \cdot c o \mapsto y \cdot c o, \\ x . b o \mapsto y \cdot b o\end{array}\right\}$
$l_{5}: ' x:=$ new Account' $\left\{\right.$ object creation and assignment $\left(:={ }_{r}\right)$ for variable $\left.x\right\}$
$A^{\prime}=\left\{\begin{array}{l}x, \\ x . n u, x . b a, \\ x . c o, \\ y, \\ y . n u, y . b a, \\ y . c o, \\ y . b o\end{array}\right\} \wedge d t s^{\prime}=\left\{\begin{array}{l}x \mapsto \text { Account, } \\ x . n u \mapsto \mathbb{Z}, x . b a \mapsto \mathbb{Z}, \\ x . c o \mapsto \text { Contact, } \\ y \mapsto B A c c o u n t, \\ y . n u \mapsto \mathbb{Z}, y . b a \mapsto \mathbb{Z}, \\ y . c o \mapsto \text { Contact, } \\ y . b o \mapsto \mathbb{Z}\end{array}\right\} \wedge V^{\prime}=\left\{\begin{array}{l}x . n u \mapsto 0, x . b a \mapsto 0, \\ x . c o \mapsto \text { null } \\ y . n u \mapsto 0, y \cdot b a \mapsto 0, \\ y . c o \mapsto \text { null, } \\ y . b o \mapsto 0\end{array}\right\} \wedge S^{\prime}=\left\{\begin{array}{l}x \mapsto y, \\ x \mapsto x\end{array}\right\}$
$l_{6}: ' y$.contact $:=$ new Contact' $\left\{\right.$ object creation and assignment $\left(:=_{r}\right)$ to attribute contact of $\left.x\right\}$

$l_{7}: ' x$. contact $:-y$.contact' $\{$ pointer assignment \}

$l_{8}:^{\prime} x$. contact.phone $:=9^{\prime}\{$ value assignment to a shared attribute, 9 stands for $(\mathbb{Z}, 9)\}$

$l_{9}$ :'end $y$ : Account' $\{$ undeclaration \}
$A^{\prime}=\left\{\begin{array}{l}x, \\ x . n u, \\ x . b a, \\ x . c o, \\ \text { x.co.ph }\end{array}\right\} \wedge d t s^{\prime}=\left\{\begin{array}{l}x \mapsto \text { Account, } \\ x . n u \mapsto \mathbb{Z}, \\ x . b a \mapsto \mathbb{Z}, \\ x . c o \mapsto \text { Contact, } \\ x . c o . p h \mapsto \mathbb{Z}\end{array}\right\} \wedge V^{\prime}=\left\{\begin{array}{l}x . n u \mapsto 0, \\ x . b a \mapsto 0, \\ x . c o . p h \mapsto 9\end{array}\right\} \wedge S^{\prime}=\{x \mapsto x\}$
$l_{10}$ :'end $x$ : Account' $\{$ undeclaration \}
$A^{\prime}=\{ \} \wedge d t s^{\prime}=\{ \} \wedge V^{\prime}=\{ \} \wedge S^{\prime}=\{ \}$
This example shows that the integration is feasible. Other lengthier examples can be derived using sharing and method calls.

### 5.4 Conclusions

This chapter has shown how the theory for object-orientation is progressively adapted to consider a pointer machine introducing type information to records. The theory proposed by Harwood et al. has been presented with a simple example to show how the constructs of this theory work, then the representation of a value for the object-orientation theory was changed to handle the pointer machine. Many concepts are common for both theories but, the UTP framework allowed us to combine concepts in single definitions. This task would become easier if one theory were subset of the other, or related by a Galois connection as presented in Section 3.7.

We have seen that the integration process required some adjustments in some concepts such as the interpretation of values, the value of a variable (address) is a combined version of the concept of value for object-orientation (typed and hierarchically structured) and the concept of value for pointers (untyped and flat). As a consequence a new observational variable dts with its associated healthiness conditions $\mathbf{P O}$ was introduced to record dynamic types of addresses. Moreover, we have seen that if healthiness conditions are too restrictive the integration process may become impossible; in the case of HP3 we had to generalize its definition to allow further integration. This made clear that the healthiness conditions of a theory should only refer to the observational variables of that theory, and might not use the alphabet as reference for restrictions, as in the original HP3 definition.

Other important observation is that all elements of both theories, combined or not, must be OO, HP and PO healthy; for example, in class, attribute or method declarations, the OO application in object-orientation with copy semantics should be replaced by this composition in the object-orientation with reference semantics. In Appendix D all definitions with all required adjustments are presented.

An important result of the integration process is its preservation of many definitions for objectorientation features such as subtyping, recursion and dynamic binding which did not change. The introduction of a memory model impacted the process of object creation and assignment commands, which had to be redefined with respect to both theories. The methods definitions and calls, however, present very similar behaviour to the versions in Chapter 4. In the case of method declarations, however, for the integrated theory the $\perp_{o o}$ used in method texts must be replaced by $\perp_{p o}$ which is defined as $\perp_{p o} \widehat{=} \mathbf{O O} \circ \mathbf{H P} \circ \mathbf{P O}(\perp)$.

The definition of assignments of values in the pointer theory seems to lack a definition of this kind $x:=y$, that is, an assignment which copies the value of $y$ (address) to $x$, like in the copy semantics. Its definition is similar to that of ' $:-$ ', but the inclusion of pairs in $S$ is not considered, therefore, $x$ and $y$ are not expected to share the same location. After this assignment they have the same value, but are not aliased. The definition of such assignment is
$x:=y \hat{=}$

Since an expression can be a variable (address), these definitions are required to complete the formalisation of assignments. They are also required for method calls; for example, if we have
$\ldots ;$ var $y:$ Account; $y:=$ new BAccount; le.m(y); ...
where $m$ is defined for the type of $l e$ and has a 'val $x$ : Account' parameter, the copy of $y$ to $x$ is required. The assignments of expressions different of variables in pointer assignments are not allowed, therefore, the form $x$ :- $e$ does not exist.

The benefits of all these kinds of assignments is that depending on the kind of assignments we use in the program, or in the $\lambda$-abstraction interpretations, we should have a mix of pointer and copy semantics as in Java, where primitives are passed by value and objects are passed by references. For example, suppose we have only one kind of parameter named par, to provide a Java like semantics for method calls then we could have the following $\lambda$-abstractions

$$
\begin{aligned}
& (\operatorname{par} v: \mathbb{B} \bullet p) \widehat{=}(\lambda w: \mathcal{N} \bullet(\operatorname{var} v: T ; v:=w ; p ; \text { end } v: T)) \\
& (\operatorname{par} v: \mathbb{Z} \bullet p) \widehat{=}(\lambda w: \mathcal{N} \bullet(\operatorname{var} v: T ; v:=w ; p ; \text { end } v: T)) \\
& (\operatorname{par} v: T \bullet p) \widehat{=}(\lambda w: \mathcal{N} \bullet(\operatorname{var} v: T ; v:-w ; p ; \text { end } v: T))
\end{aligned}
$$

where primitive values are copied to new local variables, and objects are aliased. In this case, the
interpretation of the dynamic binding of calling a.credit(10) in Example 6 would be

```
var self: Object;
    self:- \(a\);
    \(\operatorname{var} x: \mathbb{Z}\);
        \(x:=10\);
        self.bonus \(:=\) self.bonus +1 ;
        self.balance \(:=\) self.balance \(+x\);
    end \(x: \mathbb{Z}\);
end self : Object
```

This Chapter has shown that the integration of theories in the UTP can be performed and the result reuse concepts of both theories considered. Depending on the concepts of the theories under consideration the integration can become easier if links between theories are found. The integration of theories we have presented follows a compositional approach from a simpler theory to a more complex one formed by concepts of different theories. The composition process, however, was not as simple as wanted.

## Chapter 6

## Laws for Object-Orientation

This chapter presents laws for object-oriented programs. We start, in Section 6.1, with a short introduction to the topic and discuss related works. In Section 6.2 we present the laws themselves and discuss their applicability. Finally, in Section 6.3 we conclude our discussion on object-oriented laws.

### 6.1 Introduction

An important aspect of object-oriented programming is the use of program transformations during software construction or maintenance. In spite of their informal descriptions, some transformation techniques have been introduced for different programming languages, like Java and C++, and their corresponding IDEs. In his classic work $\left[\mathrm{FBB}^{+} 99\right]$, Fowler catalogs a set of program transformations (refactorings), and describes how to apply them. The correctness of the refactorings, however, is only informally addressed based on test cases executed before and after the program manipulation.

Following an algebraic approach, in [BS00] we find a set of laws of object-orientation for a subset of sequential Java enriched with refinement constructs. In [Cor04], Cornélio describes a subset of Fowler's refactorings in the same language of $[\mathrm{BSO0}]$ and proves that these transformations are sound according to a semantics defined in terms of weakest preconditions. This set of refactorings, however, are restricted to those which not required a reference semantics.

In this chapter we present some laws of object-oriented programs, which are inspired by the works reported in [BS00, CN00, BSCC04, Cor04], providing laws applicable to open (libraries of classes) or closed systems; this taxonomy is characterised in the next subsection. Our sources of inspiration, however, deal only with closed programs, in this way we can say that we have a more general approach. Moreover, we show that out theory for object-orientation can be used to prove the soundness of these laws in a relatively concise way. This is a major contribution of this work.

## Closed Vs Open Systems

The objective of this subsection is to contextualise two kinds of object-oriented systems that restrict the set of laws of programming that can be used. More specifically, we provide an short overview of why closed systems are of simpler refactoring than open systems.

We say that a system is closed if their component parts are fully described and composed before its analysis or execution. In this context, we have a sequence of object-oriented declarations which are expected to work with only one specific program, that is, a dedicated library which can be used only by one program. We could characterise such systems as

```
cds \bullet c
```

where $c d s$ stands for declarations and $c$ is the program for which these declarations are expected to provide services. In this kind of systems one can identify what services of $c d s$ are used by $c$ and inside $c d s$ what features of one class are referred by the others, and, moreover, other programs which would rely on services provided by $c d s$ are not considered.

With all these detailed information about the declarations, and the program itself, this kind of program becomes a good candidate for refactoring. These systems are those considered by [BS00, CN00, BSCC04, Cor04]. A law for class removal, shortly described below, when applied from left to right ( ${ }^{6} \rightarrow$ '), for example, can be described as: let $N$ be a class, if in $c d s$ there aren't references to $N$ or to its attributes or methods besides their own declarations, and in $c N$ is not used, then

$$
\text { class } N ; c d s \bullet c=c d s \bullet c
$$

Observe also that the opposite direction (from right to left - ' $\leftarrow$ ') can be interpreted as a law for class introduction. In this case, we can introduce a class which has not been previously defined. Since the laws is applicable in both directions (' $\leftrightarrows$ ') we use the ' $=$ ' symbol. This is just one example of the many laws provided for closed systems.

Now, imagine that you don't have an specify program $c$ to consider; it is left unspecified and can use any services provided by $c d s$ or even extend $c d s$ and them perform something, this is exactly the case of an open system. An open systems is characterised as a system where its components are unknown until its use. That is, we have a sequence of declarations, but we don't know how many programs are using or extending such declarations, and who they are. A general form would be

$$
c d s ; \ldots \bullet c ; \ldots
$$

where the set of classes and programs that uses the declarations are undefined, probably infinite. It poses one important general restriction if we are expected to perform refactorings in $c d s$; since
we don't know which services of $c d s$ are being used we cannot perform refactorings that reduce the set of such services, i.e. remove a class as in the case of closed systems.

Notice, however, that a class cannot be remove, but it can be introduced without any restriction, besides the fact that it cannot be already defined. That is, for open systems the law is valid only in one direction (from right to left).

$$
\operatorname{class} N ; c d s ; \ldots \bullet c ; \ldots \cdot \leftarrow c d s ; \ldots \bullet c ; \ldots
$$

The left side contains a larger set of classes and thus can be used to constructs a larger set of programs than the right side of the law. In the following section we provide the description and proofs of laws considering these two contexts.

### 6.2 Laws

Most part of the basic laws of programming for sequential programs were already stated and proved in [HH98]. For example: (i) '( $\operatorname{var} x: T ; c)=c^{\prime}$, if $x$ is not free in $c$; or (ii) ' $(x:=x)=I$ '. This section shows some laws, not an extensive list, valid both for open or closed systems. We concentrate on laws for object-oriented expressions, methods and attributes, but different of healthiness conditions the proofs are not presented in the appendix.

The following two laws exemplify that some proofs in the UTP can be very simple, depending on how the constructs of object-orientation are modeled. In a context where $B$ is a subclass of $A$, a disjunction of type tests over these two types can be reduced to a type test on $A$. Informally, if a given expression $e$ is an instance of type $B$, this instance is of type $A$ too, which is a more general condition. This is formally described and proved below.

Law 2. < $\vee$-subtyping $>$

$$
e \text { is } B \vee e \text { is } A=e \text { is } A
$$

## provided

$$
B \preceq A .
$$

```
Proof.
            LHS
            \(=\left(e_{t} \preceq B \vee e_{t} \preceq A\right) \wedge B \preceq A\)
    \(=\left(e_{t} \preceq B \wedge B \preceq A\right) \vee\left(e_{t} \preceq A \wedge B \preceq A\right)\)
    \(=\left(e_{t} \preceq A \wedge B \preceq A\right) \vee\left(e_{t} \preceq A \wedge B \preceq A\right)\)
    \(=e_{t} \preceq A\)
    \(=e\) is \(A\)
    \(=R H S\)
```

[semantics of type test, assumption]
[^-distribution]
[ $\preceq$-transitivity]
[assumption]
[type test]

On the other hand, if we have that $B$ is a subclass of $A$ in a conjunction of type tests, we can reduce the condition to $e$ is $B$.

Law 3. < $\wedge$-subtyping $>$

$$
e \text { is } B \wedge e \text { is } A=e \text { is } B
$$

## provided

$$
B \preceq A .
$$

Proof.
RHS
[semantics of type test, assumption]
$=e_{t} \preceq B \wedge B \preceq A$
$=e_{t} \preceq B \wedge e_{t} \preceq A \wedge B \preceq A$
[ $\preceq$-transitivity]
$=(e$ is $B \wedge e$ is $A) \wedge B \preceq A$
[type test]
$=L H S$

Notice that these two laws, and the forthcoming, are valid in a reference semantics context as well. This is because the value of an expression is formed by a pair $\left(e_{t}, e_{v}\right)$ in both theories for object-orientation, either with reference semantics or not, as presented in Chapters 4 and 5.

A more interesting law is that the introduction of a method redefinition $(m)$ with the same body ( $m a$ ) of the superclass $(A)$ into a given subclass $(B)$ does not change the expected result of the method call for any instances of classes $A$ and $B$. That is, the command executed will always be $m a$, or for invalid method calls it will be abort. The HCs required for law proofs are those $\mathbf{O O}$ which are part of IT, and the $\perp$ used in methods can be easily replaced by $\perp_{d}, \perp_{o o}$ and $\perp_{p o}$ for an specific context.

Law 4. <introduce trivial method redefinition>

$$
\begin{array}{|c|}
\hline \text { meth } A m=(p d s \bullet m a)
\end{array}=\begin{aligned}
& \text { meth } A m=(p d s \bullet m a) \\
& \text { meth } B m=(p d s \bullet m a)
\end{aligned}
$$

## provided

$$
B \prec A \wedge m \notin i n \alpha .
$$

```
Proof.
meth \(A m=(p d s \bullet m a) ;\) meth \(B m=(p d s \bullet m a)\)
                                    [definition and pds \(_{e}=\) valres self:Object; pds]
\(=\mathbf{I T}\left(\operatorname{var} m ;\left(A \in c l s \vdash m^{\prime}=\operatorname{pds}_{e} \bullet(\right.\right.\) ma \(\triangleleft\) self is \(\left.\left.\mathrm{A} \triangleright \perp)\right)\right)\);
    \(\mathbf{I T}\left(B \in c l s \wedge \exists \mathrm{q} \bullet m=\mathrm{pds}_{e} \bullet \mathrm{q} \vdash\left(\exists \mathrm{q} \bullet\left(m=\mathrm{pds}_{e} \bullet \mathrm{q} \wedge m^{\prime}=\mathrm{pds}_{e} \bullet j o i n(B, \mathrm{ma}, \mathrm{q})\right)\right)\right)\)
                                    [assuming IT and premisses ( \(B \prec A \Rightarrow A \in c l s \wedge B \in c l s)\) ]
\(=\operatorname{var} m\); true \(\vdash m^{\prime}=\operatorname{pds}_{e} \bullet(\) ma \(\triangleleft\) self is \(\mathrm{A} \triangleright \perp)\);
```

$$
\begin{align*}
& \exists \mathrm{q} \bullet\left(m=\mathrm{pds} \mathrm{~s}_{e} \bullet \mathrm{q}\right) \vdash \exists \mathrm{q} \bullet\left(m=\mathrm{pds}_{e} \bullet \mathrm{q} \wedge m^{\prime}=\mathrm{pds}_{e} \bullet j o i n(B, \mathrm{ma}, \mathrm{q})\right) \\
& \text { [variable declaration, ;-associativity] } \\
& =\exists m \bullet\binom{\text { true } \vdash m^{\prime}=\mathrm{pds}_{e} \bullet(\mathrm{ma} \triangleleft \mathrm{self} \text { is } \mathrm{A} \triangleright \perp) ;}{\exists \mathrm{q} \bullet\left(m=\mathrm{pds}_{e} \bullet \mathrm{q}\right) \vdash \exists \mathrm{q} \bullet\left(m=\mathrm{pds}_{e} \bullet \mathrm{q} \wedge m^{\prime}=\mathrm{pds}_{e} \bullet j o i n(B, \mathrm{ma}, \mathrm{q})\right)} \\
& =\exists m \bullet\left(\begin{array}{l}
\text { true } \wedge \neg\left(m^{\prime}=\mathrm{pds}_{e} \bullet(\text { ma } \triangleleft \text { self is } \mathrm{A} \triangleright \perp) ; \neg \exists \mathrm{q} \bullet\left(m=\mathrm{pds}_{e} \bullet \mathrm{q}\right)\right)(\mathrm{i}) \\
\vdash \\
m^{\prime}=\mathrm{pds}_{e} \bullet(\text { ma } \triangleleft \text { self is } \mathrm{A} \triangleright \perp) ; \exists \mathrm{q} \bullet\left(m=\mathrm{pds}_{e} \bullet \mathrm{q} \wedge m^{\prime}=\mathrm{pds}_{e} \bullet j o i n(B, \mathrm{ma}, \mathrm{q})\right)(\mathrm{ii})
\end{array}\right)  \tag{0}\\
& \text { (i) [by sequential composition] } \\
& =\operatorname{true} \wedge \neg\left(\exists m_{0} \bullet m_{0}=\mathrm{pds}_{e} \bullet(\text { ma } \triangleleft \text { self is } \mathrm{A} \triangleright \perp) \wedge \neg \exists \mathrm{q} \bullet\left(m_{0} \neq \mathrm{pds} \mathrm{~s}_{e} \bullet \mathrm{q}\right)\right) \\
& \text { [propositional calculus] } \\
& =\operatorname{true} \wedge \neg\left(\exists m_{0}, \neg \exists \mathrm{q} \bullet m_{0}=\mathrm{pds}_{e} \bullet(\text { ma } \triangleleft \operatorname{self} \text { is } \mathrm{A} \triangleright \perp) \wedge m_{0}=\mathrm{pds} \mathrm{~s}_{e} \bullet \mathrm{q}\right) \\
& =\text { true } \wedge \neg(\text { false }) \\
& \text { [contradiction] } \\
& \text { [propositional calculus] } \\
& =\text { true } \\
& \text { (ii) [by sequential composition] } \\
& =\exists m_{0} \bullet m_{0}=\operatorname{pds}_{e} \bullet(\operatorname{ma} \triangleleft \mathrm{self} \text { is } \mathrm{A} \triangleright \perp) \wedge \exists \mathrm{q} \bullet\left(m_{0}=\mathrm{pds} \mathrm{~s}_{e} \bullet \mathrm{q} \wedge m^{\prime}=\mathrm{pds}_{e} \bullet j o i n(B, \mathrm{ma}, \mathrm{q})\right) \\
& \text { [propositional calculus] } \\
& =\exists m_{0}, \mathrm{q} \bullet m_{0}=\mathrm{pds}_{e} \bullet(\mathrm{ma} \triangleleft \mathrm{self} \text { is } \mathrm{A} \triangleright \perp) \wedge m_{0}=\mathrm{pds} \mathrm{~s}_{e} \bullet \mathrm{q} \wedge m^{\prime}=\mathrm{pds}_{e} \bullet j o i n(B, \mathrm{ma}, \mathrm{q}) \\
& \text { [--elimination] } \\
& =m^{\prime}=\operatorname{pds}_{e} \bullet \operatorname{join}(B, \text { ma, ma } \triangleleft \operatorname{self} \text { is } A \triangleright \perp) \\
& =m^{\prime}=\operatorname{pds}_{e} \bullet(\text { ma } \triangleleft \text { self is } B \triangleright(\text { ma } \triangleleft \text { self is } A \triangleright \perp)) \\
& \text { [join, } B \prec A \text { ] }
\end{align*}
$$

(0)


```
=\existsm\bullet\mathrm{ true }\vdash\mp@subsup{m}{}{\prime}=\mp@subsup{\textrm{pds}}{e}{}\bullet(ma\triangleleft\mathrm{ self is B V self is A }\triangleright\perp)
=\existsm\bullettrue\vdash m' = pds 
= var m; true }\vdash\mp@subsup{m}{}{\prime}=\mp@subsup{\textrm{pds}}{e}{}\bullet(ma\triangleleft\mathrm{ self is A }\triangleright\perp
= IT(var m; (A\incls\vdashm ' = pds e}\bullet\bullet(ma\triangleleft self is A\triangleright\perp))) 
[assuming IT and premisses ( }A\precB)\mathrm{ ]
=meth A m= (pds \bulletma)
```

Also, we can combine method redefinitions, as long as we preserve the behaviour of that method for the handled subclasses.

Law 5. <move redefined method to superclass>

$$
\begin{aligned}
& \text { meth } A m=(p d s \bullet m a) ; \\
& \text { meth } B m=(p d s \bullet m b)
\end{aligned}=\begin{array}{|c|}
\text { meth } A m=(p d s \bullet m b \triangleleft \text { self is } B \triangleright m a) \\
\hline
\end{array}
$$

provided

$$
B \prec A \wedge m \notin i n \alpha
$$

Proof.
meth $A m=(p d s \bullet m a) ;$ meth $B m=(p d s \bullet m b)$
[definition and pds $_{e}=$ valres self:Object; pds]
$=\mathbf{I T}\left(\operatorname{var} m ;\left(A \in c l s \vdash m^{\prime}=\operatorname{pds}_{e} \bullet(\right.\right.$ ma $\triangleleft$ self is $\left.\left.\mathrm{A} \triangleright \perp)\right)\right)$;
$\mathbf{I T}\left(B \in \operatorname{cls} \wedge \exists \mathrm{q} \bullet m=\mathrm{pds}_{e} \bullet \mathrm{q} \vdash\left(\exists \mathrm{q} \bullet\left(m=\mathrm{pds}_{e} \bullet \mathrm{q} \wedge m^{\prime}=\mathrm{pds}_{e} \bullet j o i n(B, \mathrm{mb}, \mathrm{q})\right)\right)\right)$
[assuming IT and premisses ( $B \prec A \Rightarrow A \in c l s \wedge B \in c l s)$ ]
$=$ var $m$; true $\vdash m^{\prime}=\operatorname{pds}_{e} \bullet($ ma $\triangleleft$ self is $\mathrm{A} \triangleright \perp)$;
$\exists \mathrm{q} \bullet\left(m=\mathrm{pds}_{e} \bullet \mathrm{q}\right) \vdash \exists \mathrm{q} \bullet\left(m=\mathrm{pds}{ }_{e} \bullet \mathrm{q} \wedge m^{\prime}=\mathrm{pds}_{e} \bullet j o i n(B, \mathrm{mb}, \mathrm{q})\right)$
[variable declaration, ;-associativity]
$=\exists m \bullet\binom{$ true $\vdash m^{\prime}=\mathrm{pds}_{e} \bullet(\mathrm{ma} \triangleleft \mathrm{self}$ is $\mathrm{A} \triangleright \perp) ;}{\exists \mathrm{q} \bullet\left(m=\mathrm{pds}_{e} \bullet \mathrm{q}\right) \vdash \exists \mathrm{q} \bullet\left(m=\mathrm{pds}_{e} \bullet \mathrm{q} \wedge m^{\prime}=\mathrm{pds}_{e} \bullet j o i n(B, \mathrm{mb}, \mathrm{q})\right)}$
$=\exists m \bullet\left(\begin{array}{l}\text { true } \wedge \neg\left(m^{\prime}=\mathrm{pds}_{e} \bullet(\mathrm{ma} \triangleleft \text { self is } \mathrm{A} \triangleright \perp) ; \neg \exists \mathrm{q} \bullet\left(m=\mathrm{pds}_{e} \bullet \mathrm{q}\right)\right)(\mathrm{i}) \\ \vdash \\ m^{\prime}=\mathrm{pds}_{e} \bullet(\mathrm{ma} \triangleleft \mathrm{self} \text { is } \mathrm{A} \triangleright \perp) ; \exists \mathrm{q} \bullet\left(m=\mathrm{pds}_{e} \bullet \mathrm{q} \wedge m^{\prime}=\mathrm{pds}_{e} \bullet j o i n(B, \mathrm{mb}, \mathrm{q})\right)(\mathrm{ii})\end{array}\right)$
(i) [by sequential composition]
$=$ true $\wedge \neg\left(\exists m_{0} \bullet m_{0}=\operatorname{pds}_{e} \bullet(\right.$ ma $\triangleleft$ self is $\left.\mathrm{A} \triangleright \perp) \wedge \neg \exists \mathrm{q} \bullet\left(m_{0} \neq \mathrm{pds}_{e} \bullet \mathrm{q}\right)\right)$
$=$ true $\wedge \neg\left(\exists m_{0}, \neg \exists \mathrm{q} \bullet m_{0}=\mathrm{pds}_{e} \bullet(\mathrm{ma} \triangleleft\right.$ self is $\left.\mathrm{A} \triangleright \perp) \wedge m_{0}=\mathrm{pds} \cdot \mathrm{q}\right)$
[propositional calculus]
[contradiction]
$=$ true $\wedge \neg($ false $)$
[propositional calculus]
$=$ true
(ii) [by sequential composition]

$$
\begin{align*}
& =\exists m_{0} \bullet m_{0}=\mathrm{pds}_{e} \bullet(\mathrm{ma} \triangleleft \mathrm{self} \text { is } \mathrm{A} \triangleright \perp) \wedge \exists \mathrm{q} \bullet\left(m_{0}=\mathrm{pds} \mathrm{~s}_{e} \bullet \mathrm{q} \wedge m^{\prime}=\mathrm{pds} \mathrm{~s}_{e} \bullet \text { join }(B, \mathrm{mb}, \mathrm{q})\right) \\
& \text { [propositional calculus] } \\
& =\exists m_{0}, \mathrm{q} \bullet m_{0}=\mathrm{pds}_{e} \bullet(\mathrm{ma} \triangleleft \mathrm{self} \text { is } \mathrm{A} \triangleright \perp) \wedge m_{0}=\mathrm{pds}_{e} \bullet \mathrm{q} \wedge m^{\prime}=\mathrm{pds}_{e} \bullet \text { join }(B, \mathrm{mb}, \mathrm{q}) \\
& =m^{\prime}=\mathrm{pds}_{e} \bullet \operatorname{join}(B, \mathrm{mb}, \mathrm{ma} \triangleleft \mathrm{self} \text { is } \mathrm{A} \triangleright \perp)
\end{align*}
$$

$$
=m^{\prime}=\operatorname{pds}_{e} \bullet(\mathrm{mb} \triangleleft \text { self is } \mathrm{B} \triangleright(\mathrm{ma} \triangleleft \text { self is } \mathrm{A} \triangleright \perp))
$$

(0)

$$
\begin{aligned}
& =\exists m \bullet \text { true } \vdash m^{\prime}=\operatorname{pds}_{e} \bullet(\mathrm{mb} \triangleleft \text { self is } \mathrm{B} \triangleright(\operatorname{ma} \triangleleft \text { self is } \mathrm{A} \triangleright \perp)) \\
& =\exists m \bullet \text { true } \vdash m^{\prime}=\mathrm{pds}_{e} \bullet(\mathrm{mb} \triangleleft \text { self is } \mathrm{B} \wedge \text { self is } \mathrm{A} \triangleright(\mathrm{ma} \triangleleft \text { self is } \mathrm{A} \triangleright \perp))
\end{aligned}
$$

[by Law 3]
[by L3 of conditional]
$=\exists m \bullet$ true $\vdash m^{\prime}=\operatorname{pds}_{e} \bullet((\mathrm{mb} \triangleleft$ self is $\mathrm{B} \triangleright \mathrm{ma}) \triangleleft$ self is $\mathrm{A} \triangleright \perp)$
[variable]
$=\operatorname{var} m$; true $\vdash m^{\prime}=\operatorname{pds}_{e} \bullet((\mathrm{mb} \triangleleft$ self is $\mathrm{B} \triangleright \mathrm{ma}) \triangleleft$ self is $\mathrm{A} \triangleright \perp)$
[assuming IT and premisses $(A \prec B)$ ]
$=\operatorname{var} m ; \mathbf{I T}\left(A \in c l s \vdash m^{\prime}=\operatorname{pds}_{e} \bullet((\mathrm{mb} \triangleleft\right.$ self is $\mathrm{B} \triangleright \mathrm{ma}) \triangleleft$ self is $\left.\mathrm{A} \triangleright \perp)\right)$
[method definition]
$=\operatorname{meth} A m=(p d s \bullet m b \triangleleft$ self is $B \triangleright m a)$

These laws are also valid for copy or references semantics. Their validity relies on method variables (re)declarations which have the same format in both contexts.

### 6.3 Conclusions

As Hoare and He have done for other theories, we have introduced laws and proved them using our definitions. This initial set of laws provide evidence that we are capable of comparing implementations of libraries and conclude whether they are equivalent or not.

This set of laws tends to increase as we extend the approach to handle more closed programs refactorings, considering, for example, laws to allow introduction or removal of classes from a program that become valid in this context. For instance, if a given class is not used anywhere in the declarations or in the program main body, we can just drop its declaration as we have informally described in Section 6.1.

A deeper analysis of other laws presented in [BSCC04] will reveal other laws valid for open systems and those defined for closed programs are the target of our next research steps. These new laws may also require extra healthiness conditions to be identified and used to characterise a more restricted set of valid programs.

For example, for open systems we cannot remove classes from a class domain, but we can extend the set of classes; therefore a HC could be

$$
\mathbf{O O 1 4} \widehat{=} P \wedge c l s \subseteq c l s^{\prime}
$$

We could also generalise the idea of moving an attribute up as a a healthiness condition

$$
\mathbf{0 0 1 5} \widehat{=} P \wedge \forall C: \operatorname{dom} \text { atts } \bullet \mathcal{U}(a t t s, s c, C) \subseteq \mathcal{U}\left(a^{\prime t t s} s^{\prime}, s c^{\prime}, C\right)
$$

Notice, however, that these conditions are trivially satisfied in languages without the possibility of undeclaration of classes and attributes, for closed or open programs.

For the correct characterisation of laws involving two different groups of classes we should have, rather, the test

$$
c l s_{L H S} \subseteq c l s_{R H S}
$$

where the left-hand side of the law represents the library before introducing a new element, captured by the right-hand side.

$$
\forall C: \operatorname{dom} \operatorname{atts}_{L H S} \bullet \mathcal{U}\left(\text { atts }_{L H S}, s c_{L H S}, C\right) \subseteq \mathcal{U}\left(\operatorname{atts}_{R H S}, s c_{R H S}, C\right)
$$

where the atts $_{L H S}$ and $s c_{L H S}$ represent the mapping of attributes and the set of classes before moving the attribute up.

## Chapter 7

## Conclusions

In this Chapter we present a resume of the thesis and its results in Section 7.1. Section 7.3 presents the next planned steps to thesis extension and finalisation. Finally, in Section 7.4, we highlight some of possible extensions of our work.

### 7.1 Resume and Results

We started in Chapter 1 and Chapter 2 with an overview of our motivation, works in the area of formalisation of object-orientation, and resumed some of the most important representant. We have seen that many works were progressively developed and evolved to describe features of object-orientation such as subtyping and dynamic binding, specially after 90 's.

The semantics frameworks of most part of them, however, are different and their approach are non-compositional. By non-compositional, we mean, different formalisms cannot be combined and give rise to more elaborated theories (descriptions) for representing richer paradigms in a simple way. To solve this problem, Hoare and He proposed a semantic framework named Unifying Theories of Programming (UTP) capable of describing many different paradigms using a common formalism and thus allow their straightforward comparison and combination. In Chapter 3 we provided an introductory overview of the UTP framework presenting their important concepts to understand the following chapters of the thesis.

Next, in Chapter 4 we have demonstrated that object-orientation with subtyping, data inheritance and dynamic binding can be defined in the UTP, using a theory that combines designs and higher-order procedures. In particular, we have introduced three observational variables to capture information about class declarations, extra variables $x t$ and $x t^{\prime}$, for each programming variable $x$, to capture the type of the variables, and, finally, variables $m$ and $m^{\prime}$ to capture the meaning (parameters and body) of each method named $m$. In our theory, recursion and mutual recursion (with minor restrictions) are handled in a simple way.

The concept of variable in the object-orientation context requires explicit typing information to allow the specification of well-definedness rules for expressions and commands, and to provide the correct semantics of object-oriented expressions and commands such as assignments, conditional, and method calls. We have a number of restrictions related to typing; all operations, and commands, over variables, values and expressions are checked. We have seen that invalid declarations and commands associated with object-oriented elements lead to abortion; in other words, the meaning of a badly-typed program is $\perp_{o o}$ (in the integrated theory $\perp_{p o}$ ), which has the most unpredictable behaviour that we would expect.

In contrast to [HLL05], we do not use a runtime environment nor concentrate on a particular language; in the first moment we adopt a copy semantics, as in [CN00], and general concepts of object-orientation. We observe that this formalism is enough to write object-oriented programs but its applicability in real world language modeling can be restricted because of its copy semantics. The next natural step was to extend the formalism, in a compositional manner to handle objectoriented programs with references.

In this way, in Chapter 5 we presented the concept of sharing as a separate and complementary theory proposed by Harwood et al.. Then, we included extra information, healthiness conditions, and review well-definedness, expressions and commands for a hybrid theory which combines the object-orientation presented in Chapter 4 and this theory for sharing and records. With object sharing, the view of the target of a method call as a value-result parameter, whose value is updated to reflect changes carried out by the method, becomes unnecessary, since changes are reflected directly in the objects, not in a copy. Moreover, the kinds of assignments (of values and pointers) and changes in interpretations of $\lambda$-abstractions for methods resolutions allows us to have different semantics with copy or reference for object-orientation.

This work also introduces laws for object-oriented programs proved to be sound in the UTP semantic framework. As in [Kas05], here, we also pursue modularity and decoupling, but we concentrate on object-oriented constructs, and moreover we introduce laws and their proofs of soundness. We have presented some laws related to basic constructs such as type tests and laws for method declarations, and due to our representation of methods in the theory, we have some proofs in an algebraic style. The main contribution and novelty related to laws are the simple proofs that are made possible by our modular semantics.

In resume, we:

- defined a semantics for object-orientation paradigm in the UTP;
- integrated an independent theory for sharing and records to object-orientation where object-oriented programs with copy or reference semantics can be characterized;
- proved general laws for object-orientation which are valid for copy or reference semantics.

One of the major results expected by the project of which this thesis is part is to produce a hybrid theory involving classes and processes to describe the semantics in the UTP for languages like OhCircus [CSW05] or TCOZ [MD98]. That is, a plan to combine our theory (with copy or reference semantics) with that of CSP processes already introduced in the reference book. The result of this integration, for example, can give rise to a new generation of laws relating classes and processes which can be proved at semantics level and be valid for many different languages as the laws we have presented in this thesis. Our work is a step towards the definition of a semantics for OhCircus, an object-oriented combination of Z and CSP.

### 7.2 Next Steps

The next steps in the thesis development are:

- a better characterisation of open and closed systems to allow
- the description of refinement, or refactoring, presented as
- laws for object-oriented programs.

The first development in this direction is represented by Chapter 6 where we started to characterise open and closed system and provided some laws. Next, we might present the general notion of refinement in the UTP in the context of our theory in order to verify that, as in the other theories, refinement is defined by the logical implication.

Besides these steps, and since we have now an integrated theory capable of handling pointers, we might be able to verify that some of the laws considered for copy semantics are not sound in a context where pointers are handled.

### 7.3 Schedule

In Table 7.1 we highlight our activities to achieve the thesis' conclusion.

|  | Month/Year |  |  |
| :---: | :---: | :---: | :---: |
| Task | $[$ May-Jul]08 | [Ago-Oct]08 | [Nov]08-[Feb]09 |
| A.1 | $\sqrt{ }$ |  |  |
| A.2 |  | $\checkmark$ |  |
| A.3 |  |  | $\checkmark$ |

Table 7.1: Timetable.
A.1: Revision of the paper submitted to FACJ to resubmission to Theoretical Computer Science. Introduction of a refinement notion and extension of the set of laws already considered;
A.2: Extend the set of examples related to reference semantics, and finalize the selection and proofs for laws for object-oriented programs considering refinement;
A.3: Thesis finalization stage, write missing parts and omissions detected after thesis's proposal and new developments.

In parallel, we expect to be revising and submitting parts of the thesis as papers to conferences, symposiums and journals, as usual. As well as participating of events related to our research area.

Our main goal is to finalize in time with the expected quality. Surely it will be a challenging and laborious task which is up to us. To perform these remaining tasks we will request 6 months of additional time.

### 7.4 Future Works

There are still many issues to explore in the formalisation using the UTP, and to extend in this object-oriented theory. In fact the formalization of object-oriented languages pose many problems as considered in [LLM06a]. In the sequel we list some of our guidelines of future work.

### 7.4.1 Features Set Extension

Features like visibility mechanisms, exception handling, concurrency and garbage collection are important candidates in the future extensions of our theory. With an more expressive set of features in the object-oriented theory, we could use this theory to model more realistic programming languages, or object-oriented specification languages like Object-Z [Smi00]. With the introduction of sharing, an important feature of object-oriented programs we have already given a big step in the direction of representing a language like Java in the UTP, but some other features would be required for different applications. For example, in hard-real-time applications the garbage collection must be carefully handled.

### 7.4.2 Refactorings

The set of laws could also be extended and composed to handle more general laws of programming also known as refactorings. The focus of this thesis is not refactoring itself, the laws are used to allow us to verify theories soundness and their simplicity to carry out proofs. An extensive set of laws and their composition would be desired to allow descriptions of more elaborated refactorings as those proposed by Fowler $\left[\mathrm{FBB}^{+} 99\right]$ and proved by Cornélio [Cor04]. For example, since our
theory provides a reference semantics, some refactorings proposed by Fowler and not considered by Cornélio should also be handled.

### 7.4.3 Mechanization

In fact the mechanization of the formalism could be auxiliary in laws proofs, and speed up not only the use of such formalism but also to allow an mechanization of the integration between theories. The construction of a tool, or the formalisation of theories of UTP in theorem provers like ProofPower of PVS will contribute to improve the use of the UTP to formalise different paradigms and thus popularize its use as a semantics background.

## Appendix A

## Theory of Object-Orientation

## A. 1 Observational Variables

Class Names
cls : $\mathbb{P}$ name.

Subtype Relation
$s c: n a m e \mapsto$ name .

## Attribute Information

atts : name $\mapsto($ name $\mapsto$ Type $)$.
where

$$
\text { Type }:=\{\mathbb{B}, \mathbb{Z}\} \cup \text { cls }
$$

## Methods

Methods texts are recorded in high-order-variables in the form
var $m: p r o c=\mathrm{pds}$
where pds is a parametrised command, as in the example below.

```
valres self:Object \bulletmc }\triangleleft\mathrm{ self is C}\triangleright(mb\triangleleftself is B\triangleright (ma \triangleleftself is A\triangleright \perpoo))
```


## A. 2 Healthiness Conditions

OO1 $P=P \wedge$ Object $\in c l s$

OO2 $P=P \wedge \operatorname{dom} s c=c l s \backslash\{$ Object $\}$

OO3 $P=P \wedge \forall C: \operatorname{dom} s c \bullet(C$, Object $) \in s c^{+}$
OO4 $P=P \wedge$ dom atts $=c l s$
OO5 $P=P \wedge \forall C_{1}, C_{2}$ : dom atts $\bullet C_{1} \neq C_{2} \wedge \operatorname{dom}\left(\operatorname{atts}\left(C_{1}\right)\right) \cap \operatorname{dom}\left(\operatorname{atts}\left(C_{2}\right)\right)=\emptyset$
OO6 $P=P \wedge \operatorname{ran}(\bigcup \operatorname{ran}$ atts $) \subseteq\{\mathbb{B}, \mathbb{Z}\} \cup$ cls
OO7 $P=P \wedge$ Object $\in$ cls $^{\prime}$
$008 P=P \wedge \operatorname{dom} s c^{\prime}=c l s^{\prime} \backslash\{$ Object $\}$
O09 $P=P \wedge \forall C: \operatorname{dom} s c^{\prime} \bullet(C$, Object $) \in s c^{\prime+}$
$0010 P=P \wedge \operatorname{dom}$ atts $^{\prime}=c l s^{\prime}$
$0011 P=P \wedge \forall C_{1}, C_{2}$ : dom $\operatorname{atts}^{\prime} \bullet C_{1} \neq C_{2} \wedge \operatorname{dom}\left(\operatorname{atts}^{\prime}\left(C_{1}\right)\right) \cap \operatorname{dom}\left(\operatorname{atts}^{\prime}\left(C_{2}\right)\right)=\emptyset$
OO12 $P=P \wedge \operatorname{ran}\left(\bigcup \operatorname{ran}\right.$ atts $\left.^{\prime}\right) \subseteq\{\mathbb{B}, \mathbb{Z}\} \cup$ cls $^{\prime}$
$0013 P=P ; I_{o o}$

## Other Definitions

$$
\begin{aligned}
& \mathrm{OOI} \equiv \mathrm{OO} 1 \circ \mathrm{OO} 2 \circ \mathrm{OO} 3 \circ \mathrm{OO4} \circ \mathrm{OO5} \circ \mathrm{OO} 6 \\
& I_{o o} \hat{=} \mathrm{OOI}(I I) \\
& \mathrm{OO} \equiv \mathrm{OO} 1 \circ \mathrm{OO} 2 \circ \mathrm{OO} 3 \circ \mathrm{OO} 4 \circ \mathrm{OO} 5 \circ \mathrm{OO} 6 \circ \mathrm{OO} 7 \circ \mathrm{OO} \circ \circ \mathrm{OO} 9 \circ \mathrm{OO} 10 \circ \mathrm{OO11} \circ \mathrm{OO12} \\
& \perp_{o o} \widehat{=} \mathrm{OO}(\perp)
\end{aligned}
$$

## A. 3 Declarations

## Class Introduction

$$
\text { class } A \text { extends } B \widehat{=} \mathbf{O O}\left(\binom{A \notin \text { Type } \wedge}{B \in \text { cls }} \vdash\left(\begin{array}{l}
c l s^{\prime}=c l s \cup\{A\} \wedge \\
s c^{\prime}=s c \cup\{A \mapsto B\} \wedge \\
a t t s^{\prime}=\text { atts } \cup\{A \mapsto \emptyset\} \wedge \\
w^{\prime}=w
\end{array}\right)\right)
$$

where $w=\operatorname{in} \alpha($ class $A$ extends $B) \backslash\{c l s, s c, a t t s\}$
or
class $A=$ class $A$ extends Object

## Attribute Introduction

$\operatorname{att} A x: T \widehat{=} \mathbf{O O}\left(\left(\begin{array}{l}A \in c l s \wedge \\ x \notin \operatorname{dom} \mathcal{C}(a t t s, c l s) \wedge \\ T \in \text { Type }\end{array}\right) \vdash\left(\begin{array}{l}\left.\left.\begin{array}{l}a t t s^{\prime}=\operatorname{atts} \oplus\{A \mapsto(\operatorname{atts}(A) \cup\{x \mapsto T\})\} \wedge \\ w^{\prime}=w\end{array}\right)\right)\end{array}\right.\right.$
where $w=\operatorname{in\alpha }($ att $A x: T) \backslash\{a t t s\}$
and $\mathcal{C}($ amap, cset $)=\bigcup\{N:$ cset $\bullet$ amap $N\}$,
amap is an attribute mapping, and cset is class set.

## Closure of attributes

$$
\mathcal{U}(a m a p, \operatorname{smap}, N)=\bigcup \operatorname{amap}\left(\operatorname{smap}^{*}(\{N\}) \downarrow\right.
$$

## Method Introduction

meth $A m=(p d s \bullet p) \widehat{=}$

$$
\mathbf{O O}\left(\operatorname{var} m ;\binom{A \in \operatorname{cls} \wedge}{\forall t \in \operatorname{types}(p d s) \bullet t \in \text { Type }} \vdash\binom{m^{\prime}=\operatorname{pds}_{e} \bullet\left(\mathrm{p} \triangleleft \operatorname{self} \text { is } \mathrm{A} \triangleright \perp_{o o}\right) \wedge}{w^{\prime}=w}\right)
$$

provided $m \notin \alpha($ meth $A m=(p d s \bullet p))$
where pds $e_{e}=$ valres self:Object; pds and $w=i n \alpha($ meth $A m=(p d s \bullet p))$

## Method Redefinition

$\left.\operatorname{meth} A m=(p d s \bullet p) \hat{=} \mathbf{O O}\left(\binom{A \in c l s \wedge}{\exists \mathrm{q} \bullet m=\mathrm{pds}_{e} \bullet \mathrm{q}} \vdash\left(\exists \mathrm{q} \bullet\left(\begin{array}{l}m=\mathrm{pds} e \\ m^{\prime}=\mathrm{q} \wedge \\ w^{\prime}=w\end{array}\right) \quad \mathrm{pds}_{e} \bullet j o i n(A, \mathrm{p}, \mathrm{q}) \wedge\right)\right)\right)$
provided $m \in \alpha($ meth $A m=(p d s \bullet p))$
where pds ${ }_{e}=$ valres self:Object; pds, $w=\operatorname{in\alpha }($ meth $A m=(p d s \bullet p)) \backslash\{m\}$
and
$\operatorname{join}\left(A, \mathrm{p}, \perp_{o o}\right)=\mathrm{p} \triangleleft$ self is $\mathrm{A} \triangleright \perp_{o o}$
$\operatorname{join}\left(A, \mathrm{p}, \mathrm{q}_{l} \triangleleft \operatorname{self}\right.$ is $\left.\mathrm{B} \triangleright \mathrm{q}_{r}\right)=\left\{\begin{array}{l}\mathrm{p} \triangleleft \operatorname{self} \text { is } \mathrm{A} \triangleright\left(\mathrm{q}_{l} \triangleleft \operatorname{self} \text { is } \mathrm{B} \triangleright \mathrm{q}_{r}\right) \text {, if } A \prec B \\ \mathrm{q}_{l} \triangleleft \operatorname{self} \text { is } \mathrm{B} \triangleright \operatorname{join}\left(A, \mathrm{p}, \mathrm{q}_{r}\right) \quad \text {, otherwise }\end{array}\right.$
$\operatorname{join}(A, \mathrm{p}, \mathrm{q})=\perp_{\text {oo }}$, for programs q of every other form

## A. 4 Abstractions

## Call by Value

$$
(\operatorname{val} v: T \bullet p) \widehat{=}(\lambda w: T \bullet(\operatorname{var} v: T ; v:=w ; p ; \text { end } v: T))
$$

## Call by Result

$$
(\operatorname{res} v: T \bullet p) \widehat{=}(\lambda w: \mathcal{N} \bullet(\operatorname{var} v: T ; p ; w:=v ; \text { end } v: T))
$$

## Call by Value-Result

$$
\begin{aligned}
& (\text { valres } v: T \bullet p) \widehat{=}(\lambda w: \mathcal{N} \bullet(\operatorname{var} v: T ; v:=w ; p ; w:=v ; \text { end } v: T)) \\
& (\lambda x: \mathcal{N} \bullet p)(y) \hat{=} p\left[y, y^{\prime}, y t, y t^{\prime} / x, x^{\prime}, x t, x t^{\prime}\right]
\end{aligned}
$$

## A. 5 Variables

## Declaration

```
var x:T\widehat{= OOO}({T\inType\mp@subsup{}}{\perp}{\prime};\operatorname{var}xt,x;\mathrm{ true }\vdashx\mp@subsup{t}{}{\prime}=T\wedge 和\in\mathcal{V}(T)\wedge w'=w)
provided x\not\inin\alpha(var x:T) and w=in\alpha(var x:T)
```


## Undeclaration

$$
\text { end } x: T \widehat{=} \mathbf{O O}(\text { end } x, x t)
$$

## A. 6 Expressions

## BNF

$$
\begin{aligned}
e & ::=\quad v|l e| \text { new } N \mid e \text { is } N|(N) e| f(e) \mid \text { null } \\
l e & ::=x \mid \text { self } \mid l e . x
\end{aligned}
$$

Table A.1: BNF for object-oriented expressions.

## Well-definedness

> Primitive Values
> $\mathcal{D}((\mathbb{B}, v)) \widehat{\widehat{ }} \quad v \in \mathbb{B}$
> $\mathcal{D}((\mathbb{Z}, v)) \widehat{=} \quad v \in \mathbb{Z}$

## Objects

$$
\begin{aligned}
\mathcal{D}((T, \text { null })) & \widehat{\widehat{ }} T \in c l s \\
\mathcal{D}((T, v)) & \widehat{=} T \in c l s \wedge(T, v) \in \mathcal{V}(T)
\end{aligned}
$$

## Variables

$$
\begin{aligned}
\mathcal{D}(x) & \widehat{=} \quad x t \in \text { Type } \\
\mathcal{D}(\text { self }) & \widehat{=} \text { self } t \in c l s
\end{aligned}
$$

## Attribute Accesses

$$
\mathcal{D}(l e . x) \widehat{=} \mathcal{D}(l e) \wedge l e_{t} \in c l s \wedge l e_{v} \neq \text { null } \wedge x \in \operatorname{dom} l e_{v}
$$

$$
\begin{aligned}
\text { Typing } & \\
\mathcal{D}(\text { new } N) & \widehat{=} N \in c l s \\
\mathcal{D}(e \text { is } N) & \widehat{=} \mathcal{D}(e) \wedge N \in c l s \\
\mathcal{D}((N) e) & \widehat{=} \mathcal{D}(e) \wedge N \in c l s \wedge e_{t} \preceq N
\end{aligned}
$$

## Remainder

$$
\mathcal{D}(x \% y) \widehat{=} \mathcal{D}(x) \wedge \mathcal{D}(y) \wedge x_{t}=\mathbb{Z} \wedge y_{t}=\mathbb{Z} \wedge y_{v} \neq 0
$$

## Object Creation


where map $=\mathcal{U}(a t t s, s c, N)$

## Type Test

$$
e \text { is } N \widehat{=}\left(\mathbb{B}, e_{t} \preceq N\right)
$$

## Type Cast

$$
(N) e \widehat{=} e
$$

## Attribute Access

$$
l e . x \widehat{=} l e_{v}(x)
$$

## A. 7 Commands

BNF

```
c::=le:=e|II var x:T 年d x:T | c \triangleleft \triangleleft \triangleright c c | c c ; c c | | X \bulletF(X) |le.m(e)
```

Table A.2: BNF for object-oriented commands.

## Well-definedness

## Assignment to variables

$$
\mathcal{D}(x:=e) \widehat{=} \mathcal{D}(x) \wedge \mathcal{D}(e) \wedge e_{t} \preceq x t
$$

Assignment to attributes

$$
\mathcal{D}(l e . x:=e) \widehat{=} \mathcal{D}(l e . x) \wedge \mathcal{D}(e) \wedge e_{t} \preceq \mathcal{U}\left(a t t s, s c, l e_{t}\right)(x)
$$

Conditional

$$
\mathcal{D}(P \triangleleft e \triangleright Q) \quad \widehat{=} \mathcal{D}(e) \wedge e_{t}=\mathbb{B}
$$

Method call
$\mathcal{D}(l e . m(e)) \widehat{=} \mathcal{D}(l e) \wedge l e_{v} \neq$ null $\wedge$ compatible $(l e, m) \wedge e_{t} \preceq T$
provided $\exists \mathrm{p} \bullet m=($ val $\mathrm{x}: \mathrm{T} \bullet \mathrm{p})$,
where $\operatorname{compatible}(l e, m) \widehat{=} \exists \mathrm{pds}, \mathrm{p} \bullet m=(\mathrm{pds} \bullet \mathrm{p}) \wedge l e_{t} \in \operatorname{scan}(\mathrm{p})$
with
$\operatorname{scan}\left(\perp_{o o}\right)=\{ \}$
$\operatorname{scan}\left(\mathrm{p}_{l} \triangleleft \operatorname{self}\right.$ is $\left.\mathrm{A} \triangleright \mathrm{p}_{r}\right)=\{B: c l s \mid B \preceq A\} \cup \operatorname{scan}\left(\mathrm{p}_{r}\right)$
$\mathcal{D}(l e . m(y)) \widehat{\mathcal{D}}(l e) \wedge l e_{v} \neq$ null $\wedge$ compatible $(l e, m) \wedge \operatorname{sdisjoint}(l e, y) \wedge T \preceq y_{t}$ provided $\exists \mathrm{p} \bullet m=($ res $\mathrm{x}: \mathrm{T} \bullet \mathrm{p})$
$\mathcal{D}(l e . m(z)) \widehat{\mathcal{D}}(l e) \wedge l e_{v} \neq \operatorname{null} \wedge \operatorname{compatible}(l e, m) \wedge \operatorname{sdisjoint}(l e, z) \wedge T=z_{t}$ provided $\exists \mathrm{p} \bullet m=($ valres $\mathrm{x}: \mathrm{T} \bullet \mathrm{p})$

## Assignment of Variables

$$
x:=e \widehat{=} \mathbf{O O}\left(\mathcal{D}(x:=e) \vdash x^{\prime}=e \wedge w^{\prime}=w\right)
$$

where $w=\operatorname{in} \alpha(x:=e) \backslash\{x\}$

## Assignment of Attributes

$l e . x:=e \widehat{=} \mathbf{O O}\left(\mathcal{D}(l e . x:=e) \vdash l e^{\prime}=\left(l e_{t}, l e_{v} \oplus\{x \mapsto e\}\right) \wedge w^{\prime}=w\right)$
where $w=\operatorname{in} \alpha(l e . x:=e) \backslash \alpha(l e)$

## Conditional

$$
P \triangleleft e \triangleright Q \widehat{=} \mathbf{O O}\left(\mathcal{D}(P \triangleleft e \triangleright Q) \wedge\left(\left(e_{v} \wedge P\right) \vee\left(\neg e_{v} \wedge Q\right)\right)\right)
$$

## Simple Recursion

meth $A m=\mu X \bullet(p d s \bullet F(X))$

## Mutual Recursion

meth $A m, B n=\mu X, Y \bullet\left(p d s_{m} \bullet F(X, Y), p d s_{n} \bullet G(X, Y)\right)$

## Method Call

$$
\operatorname{le} . m(\text { args }) \widehat{=} \mathbf{O O}\left(\{\mathcal{D}(\text { le. } m(\text { args }))\}_{\perp} ;\left(p d s_{e} \bullet p\right)(\text { le }, \text { args })\right)
$$

where $m=\mathrm{pds}_{e} \bullet \mathrm{p}$

## Appendix B

## Healthiness Condition Laws

## B. 1 Closedness of OO HCs

Law 6. <OO1-idempotent>

$$
\mathrm{OO1} \circ \mathrm{OO1}=\mathrm{OO} 1
$$

## Proof.

$001 \circ 001(P)$
$=$ OO1 $($ Object $\in c l s \wedge P)$
[OO1, propositional calculus]
$=$ Object $\in c l s \wedge P$
[OO1]
$=\mathbf{O O 1}(P)$

Law 7. <OO1-^-closure>

$$
\mathbf{0 0 1}(P \wedge Q)=P \wedge Q, \text { provided } P \text { and } Q \text { are } \mathbf{O O 1} \text { healthy. }
$$

Proof.
OO1 $(P \wedge Q)$
[OO1]
$=$ Object $\in$ cls $\wedge P \wedge Q$
$=$ Object $\in$ cls $\wedge P \wedge$ Object $\in$ cls $\wedge Q$
[propositional calculus]
$=001(P) \wedge \mathbf{O O 1}(Q)$
$=P \wedge Q$
[OO1]
[assumption]

Law 8. <OO1-V-closure>

$$
\mathbf{0 0 1}(P \vee Q)=P \vee Q \text {, provided } P \text { and } Q \text { are } \mathbf{O O 1} \text { healthy. }
$$

Proof.
Similar to that of OO1-^-closure.

Law 9. $<$ OO1-_ $\triangleleft \_\triangleright$ _-closure $>$
OO1 $(P \triangleleft b \triangleright Q)=P \triangleleft b \triangleright Q$, provided $P$ and $Q$ are OO1 healthy.

```
Proof.
    OO1 \((P \triangleleft b \triangleright Q)\)
    \(=\) Object \(\in\) cls \(\wedge(P \triangleleft b \triangleright Q)\)
    \(=(\) Object \(\in\) cls \(\wedge P) \triangleleft b \triangleright(\) Object \(\in\) cls \(\wedge Q)\)
    \(=\mathbf{O O 1}(P) \triangleleft b \triangleright \mathbf{O O 1}(Q)\)
    \(=P \triangleleft b \triangleright Q\)
```

[OO1]
[conditional-disjunction]
[OO1]
[assumption]

Law 10. <OO1-; -closure>
OO1 $(P ; Q)=P ; Q$, provided $P$ and $Q$ are 001 healthy.
Proof.
$001(P ; Q)$
[assumption]
$=001(001(P) ; 001(Q))$
[OO1]
$=(($ Object $\in c l s \wedge P) ;($ Object $\in c l s \wedge Q)) \wedge$ Object $\in$ cls
[sequence]
$=\exists$ cls $_{0}, v_{0} \bullet\binom{$ Object $\in c l s \wedge P\left[c l s_{0}, v_{0} / c l s^{\prime}, v^{\prime}\right] \wedge}{$ Object $\in$ cls $_{0} \wedge Q\left[c l s_{0}, v_{0} / c l s, v\right]} \wedge$ Object $\in$ cls
$=\exists c l s_{0}, v_{0} \bullet\binom{$ Object $\in c l s \wedge P\left[c l s_{0}, v_{0} / c l s^{\prime}, v^{\prime}\right] \wedge}{$ Object $\in c l s_{0} \wedge Q\left[c l s_{0}, v_{0} / c l s, v\right]}$
[propositional calculus]
$=\mathbf{O O 1}(P) ; \mathbf{O O 1}(Q)$
$=P ; Q$

Law 11. <OO1- $\mu$-closure $>$

$$
\text { OO1 }(\mu X \bullet F(X))=\mu X \bullet F(X) \text {, provided } F(X) \text { is OO1 healthy. }
$$

Proof.
OO1 $(\mu X \bullet F(X))$
[ $\mu, \mathbf{O O} 1]$
$=$ Object $\in$ cls $\wedge \sqcap\{X \mid X \Rightarrow F(X)\}$
$=\sqcap\{X \wedge$ Object $\in$ cls $\mid X \Rightarrow \mathbf{O O 1}(F(X))\}$
$=\sqcap\{X \wedge$ Object $\in$ cls $\mid X \Rightarrow($ Object $\in$ cls $\wedge F(X))\}$
$=\sqcap\{X \wedge$ false $\mid X \Rightarrow($ false $\wedge F(X))\} \vee \sqcap\{X \wedge$ true $\mid X \Rightarrow($ true $\wedge F(X))\}$
[L3 of relations, assumption]
[OO1, $F(X)$ is healthy]
[case analysis]
-ico

$$
=\sqcap\{\text { false } \mid X \Rightarrow \text { false }\} \vee \sqcap\{X \mid X \Rightarrow F(X)\}
$$

[propositional calculus]
[ 7 -definition]

$$
=\text { false } \vee \sqcap\{X \mid X \Rightarrow F(X)\}
$$

$=\sqcap\{X \mid X \Rightarrow F(X)\}$
$=\mu X \bullet F(X)$

Law 12. <OO2-idempotent>
$\mathrm{OO} 2 \circ \mathrm{OO}=\mathrm{OO} 2$
Proof.
Similar to that of OO1-idempotent.

Law 13. <OO2-^-closure>
$\mathrm{OO2}(P \wedge Q)=P \wedge Q$, provided $P$ and $Q$ are $\mathbf{O O 2}$ healthy.

Proof.
Similar to that of OO1- $\wedge$-closure.

Law 14. <OO2-V-closure>
$\mathrm{OO2}(P \vee Q)=P \vee Q$, provided $P$ and $Q$ are $\mathbf{O O 2}$ healthy.
Proof.
Similar to that of OO1- $\wedge$-closure.

Law 15. $\left\langle\right.$ OO2-_ $\triangleleft \_\triangleright$-closure $>$

$$
\mathbf{O O 2}(P \triangleleft b \triangleright Q)=P \triangleleft b \triangleright Q, \text { provided } P \text { and } Q \text { are } \mathbf{O O 2} \text { healthy. }
$$

Proof.
Similar to that of OO1-_ $\triangleleft \_\triangleright \_$-closure.

Law 16. <OO2-; -closure>
OO2 $(P ; Q)=P ; Q$, provided $P$ and $Q$ are OO2 healthy.
Proof.
OO2 $(P ; Q)$
$=002(002(P) ; 002(Q))$
$=\left(\begin{array}{l}\left(\begin{array}{l}\binom{\text { dom } s c=c l s \backslash\{\boldsymbol{O b j e c t}\}}{P} ;\binom{\text { dom } s c=c l s \backslash\{\boldsymbol{O b j e c t}\}}{Q} \\ \wedge \\ \operatorname{dom} s c=c l s \backslash\{\boldsymbol{O b j e c t}\}\end{array}\right)\end{array}\right)$
$=\left(\begin{array}{l}\exists c l s_{0}, s c_{0}, v_{0} \bullet\left(\binom{\text { dom } s c=c l s \backslash\{\text { Object }\} \wedge}{P\left[c l s_{0}, s c_{0}, v_{0} / c l s^{\prime}, s c^{\prime}, v^{\prime}\right]} \wedge\binom{\operatorname{dom} s c_{0}=c l s_{0} \backslash\{\boldsymbol{O b j e c t}\} \wedge}{Q\left[c l s_{0}, s c_{0}, v_{0} / c l s, s c, v\right]}\right) \\ \wedge \\ \operatorname{dom} s c=c l s \backslash\{\boldsymbol{O b j e c t}\}\end{array}\right)$
$=\exists c s_{0}, s c_{0}, v_{0} \bullet\left(\binom{\text { dom } s c=c l s \backslash\{\boldsymbol{O b j e c t}\}}{P\left[c l s_{0}, s c_{0}, v_{0} / c l s^{\prime}, s c^{\prime}, v^{\prime}\right]} \wedge\binom{\text { dom } s c_{0}=c s_{0} \backslash\{\boldsymbol{O b j e c t}\}}{Q\left[c l s_{0}, s c_{0}, v_{0} / c l s, s c, v\right]}\right)^{\text {[propositional calculus] }}$
$=\mathbf{O O 2}(P) ; \mathbf{O O 2}(Q)$
$=P ; Q$
[sequence]
[assumption]

Law 17. $<\mathrm{OO} 2-\mu$-closure $>$

$$
\mathbf{O O 2}(\mu X \bullet F(X))=\mu X \bullet F(X), \text { provided } F(X) \text { is } \mathbf{O O 2} \text { healthy. }
$$

Proof.
Similar to that of OO1- $\mu$-closure.

Law 18. <OO3-idempotent $>$

$$
\mathrm{OO} 3 \circ \mathrm{OO} 3=\mathrm{OO} 3
$$

Proof.
Similar to that of OO1-idempotent.

Law 19. <OO3-^-closure>

$$
\mathbf{O O 3}(P \wedge Q)=P \wedge Q, \text { provided } P \text { and } Q \text { are OO3 healthy. }
$$

Proof.
Similar to that of 0O1-^-closure.

Law 20. <OO3-V-closure>
$003(P \vee Q)=P \vee Q$, provided $P$ and $Q$ are 003 healthy.
Proof.
Similar to that of OO1-^-closure.

Law 21. <OO3-_ $\triangleleft \_$_-closure $>$
OO3 $(P \triangleleft b \triangleright Q)=P \triangleleft b \triangleright Q$, provided $P$ and $Q$ are $\mathbf{O O 3}$ healthy.
Proof.
Similar to that of OO1-_ $\triangleleft \_$_-closure.

Law 22. <OO3-; -closure>
OO3 $(P ; Q)=P ; Q$, provided $P$ and $Q$ are 003 healthy.
Proof.
OO3 $(P ; Q)$
$=003(003(P) ; 003(Q))$

$$
=\left(\begin{array}{l}
\left.\binom{\forall C: \operatorname{dom} s c \bullet(C, \text { Object }) \in s c^{+}}{\wedge P} ;\binom{\left.\forall C: \operatorname{dom} s c \bullet(C, \text { Object }) \in s c^{+}\right)}{\wedge Q}\right) \\
\wedge \\
\forall C: \operatorname{dom} s c \bullet(C, \text { Object }) \in s c^{+}
\end{array}\right.
$$

$$
=\left(\begin{array}{l}
\exists s c_{0}, v_{0} \bullet\left(\binom{\forall C: \operatorname{dom} s c \bullet(C, \text { Object }) \in s c^{+}}{\wedge P\left[s c_{0}, v_{0} / s c^{\prime}, v^{\prime}\right]} \wedge\binom{\forall C: \operatorname{dom} s c_{0} \bullet(C, \text { Object }) \in s c_{0}^{+}}{\wedge Q\left[s c_{0}, v_{0} / s c, v\right]}\right)^{[s e} \\
\wedge \\
\forall C: \operatorname{dom} s c \bullet(C, \text { Object }) \in s c^{+}
\end{array}\right.
$$

[propositional calculus]
$=\exists s c_{0}, v_{0} \bullet\left(\binom{\forall C: \operatorname{dom} s c \bullet(C\right.$, Object $) \in s c^{+}}{\wedge P\left[s c_{0}, v_{0} / s c^{\prime}, v^{\prime}\right]} \wedge\binom{\forall C: \operatorname{dom} s c_{0} \bullet(C$, Object $\left.) \in s c_{0}^{+}}{\wedge Q\left[s c_{0}, v_{0} / s c, v\right]}\right)$
[sequence]
$=003(P) ; \mathbf{0 O 3}(Q)$
$=P ; Q$

Law 23. <OO3- $\mu$-closure $>$

$$
\text { OO3 }(\mu X \bullet F(X))=\mu X \bullet F(X) \text {, provided } F(X) \text { is OO3 healthy. }
$$

Proof.
Similar to that of OO1- $\mu$-closure.

Law 24. <OO4-idempotent $>$
$\mathrm{OO} 4 \circ \mathrm{OO} 4=\mathrm{OO} 4$
Proof.
Similar to that of OO1-idempotent.

Law 25. <OO4-^-closure>
$\mathrm{OO} 4(P \wedge Q)=P \wedge Q$, provided $P$ and $Q$ are OO 4 healthy.
Proof.
Similar to that of OO1-^-closure.

Law 26. <OO4-V-closure>
$\mathrm{OO4}(P \vee Q)=P \vee Q$, provided $P$ and $Q$ are $\mathbf{O O 4}$ healthy.
Proof.
Similar to that of OO1-^-closure.

Law 27. <OO4-_ $\triangleleft \triangleright \_$-closure $>$
$\mathrm{OO4}(P \triangleleft b \triangleright Q)=P \triangleleft b \triangleright Q$, provided $P$ and $Q$ are $\mathbf{O O 4}$ healthy.
Proof.
Similar to that of OO1-_ $\__{\_} \triangleright$ _-closure.

Law 28. <OO4-; -closure>
$\mathrm{OO} 4(P ; Q)=P ; Q$, provided $P$ and $Q$ are $\mathbf{O O 4}$ healthy.
Proof.
OO4 (P; $Q$ )
$=\mathrm{OO} 4(\mathrm{OO} 4(P) ; \mathrm{OO} 4(Q))$
$=((\operatorname{dom}$ atts $=c l s \wedge P) ;(\operatorname{dom}$ atts $=c l s \wedge Q)) \wedge \operatorname{dom}$ atts $=c l s$
[sequence]
$=\left(\begin{array}{l}\exists c l s, \text { atts } s_{0}, v_{0} \bullet\binom{\operatorname{dom} a t t s=c l s \wedge P\left[c l s_{0}, a t t s_{0}, v_{0} / c l s^{\prime}, a t t s^{\prime}, v^{\prime}\right] \wedge}{\operatorname{dom} a t t s_{0}=c l s_{0} \wedge Q\left[c l s_{0}, a t t s_{0}, v_{0} / c l s, a t t s, v\right]} \\ \wedge \\ \operatorname{dom} \text { atts }=c l s\end{array}\right)$

$$
\begin{aligned}
& =\exists \text { cls }_{0}, \text { atts }_{0}, v_{0} \bullet\binom{\text { dom } a t t s=c l s \wedge P\left[c l s_{0}, a t t s_{0}, v_{0} / c l s^{\prime}, a^{\prime} \text { atts }^{\prime}, v^{\prime}\right] \wedge}{\text { dom } \text { atts }_{0}=c l s_{0} \wedge Q\left[c l s_{0}, a t t s_{0}, v_{0} / c l s, a t t s, v\right]} \\
& =\mathbf{O O 4}(P) ; \mathbf{O O 4}(Q) \\
& =P ; Q
\end{aligned}
$$

Law 29. <OO4- $\mu$-closure $>$

$$
\mathbf{O O 4}(\mu X \bullet F(X))=\mu X \bullet F(X), \text { provided } F(X) \text { is } \mathbf{O O} 4 \text { healthy. }
$$

Proof.
Similar to that of OO1- $\mu$-closure.

Law 30. <OO5-idempotent $>$

$$
\mathrm{OO} 5 \circ \mathrm{OO5}=\mathrm{OO} 5
$$

Proof.
Similar to that of OO1-idempotent.

Law 31. <OO5-^-closure>
OO5 $(P \wedge Q)=P \wedge Q$, provided $P$ and $Q$ are $\mathbf{O O 5}$ healthy.
Proof.
Similar to that of OO1- $\wedge$-closure.

Law 32. < OO5-V-closure> OO5 $(P \vee Q)=P \vee Q$, provided $P$ and $Q$ are 005 healthy.

Proof.
Similar to that of OO1- $\wedge$-closure.

Law 33. <OO5-_ $\downarrow \_$_-closure $>$

$$
\mathbf{O O 5}(P \triangleleft b \triangleright Q)=P \triangleleft b \triangleright Q, \text { provided } P \text { and } Q \text { are OO5 healthy. }
$$

## Proof.

Similar to that of OO1-_ $\downarrow \_$_-closure.

Law 34. <OO5-; -closure $>$
$\operatorname{OO5}(P ; Q)=P ; Q$, provided $P$ and $Q$ are OO5 healthy.

Proof.
$005(P ; Q)$
[assumption]
$=005(005(P) ; 005(Q))$

$$
=\left(\begin{array}{l}
\binom{\left.\forall C_{1}, C_{2}: \operatorname{dom} \operatorname{atts} \bullet C_{1} \neq C_{2} \wedge \operatorname{dom}\left(\operatorname{atts}\left(C_{1}\right)\right) \cap \operatorname{dom}\left(\operatorname{atts}\left(C_{2}\right)\right)=\emptyset \wedge P\right) ;}{\left(\forall C_{1}, C_{2}: \operatorname{dom} \operatorname{atts} \bullet C_{1} \neq C_{2} \wedge \operatorname{dom}\left(\operatorname{atts}\left(C_{1}\right)\right) \cap \operatorname{dom}\left(\operatorname{atts}\left(C_{2}\right)\right)=\emptyset \wedge Q\right)} \\
\wedge \\
\forall C_{1}, C_{2}: \operatorname{dom} \text { atts } \bullet C_{1} \neq C_{2} \wedge \operatorname{dom}\left(\operatorname{atts}\left(C_{1}\right)\right) \cap \operatorname{dom}\left(\operatorname{atts}\left(C_{2}\right)\right)=\emptyset
\end{array}\right)
$$

$=\left(\begin{array}{l}\exists s c_{0}, v_{0} \bullet\binom{\forall C_{1}, C_{2}: \operatorname{dom} \operatorname{atts} \bullet C_{1} \neq C_{2} \wedge \operatorname{dom}\left(\operatorname{atts}\left(C_{1}\right)\right) \cap \operatorname{dom}\left(\operatorname{atts}\left(C_{2}\right)\right)=\emptyset \wedge P\left[s c_{0}, v_{0} / s c^{\prime}, v^{\prime}\right]}{\forall C_{1}, C_{2}: \operatorname{dom} \operatorname{atts} 0_{0} \bullet C_{1} \neq C_{2} \wedge \operatorname{dom}\left(\operatorname{atts}\left(C_{1}\right)\right) \cap \operatorname{dom}\left(\operatorname{atts}_{0}\left(C_{1}\right)\right)=\emptyset \wedge Q\left[s c_{0}, v_{0} / s c, v\right]} \\ \wedge \\ \forall C_{1}, C_{2}: \operatorname{domatts} \bullet C_{1} \neq C_{2} \wedge \operatorname{dom}\left(\operatorname{atts}\left(C_{1}\right)\right) \cap \operatorname{dom}\left(\operatorname{atts}\left(C_{2}\right)\right)=\emptyset\end{array}\right)$

$=\exists s c_{0}, v_{0} \bullet\binom{\forall C_{1}, C_{2}: \operatorname{dom}$ atts $\bullet C_{1} \neq C_{2} \wedge \operatorname{dom}\left(\operatorname{atts}\left(C_{1}\right)\right) \cap \operatorname{dom}\left(\operatorname{atts}\left(C_{2}\right)\right)=\emptyset \wedge P\left[s c_{0}, v_{0} / s c^{\prime}, v^{\prime}\right]}{$| $\forall$ |
| :---: |
| $\forall C_{1}, C_{2}: \operatorname{dom} a t t s_{0}$ |$C_{1} \neq C_{2} \wedge \operatorname{dom}\left(\operatorname{atts}\left(C_{1}\right)\right) \cap \operatorname{dom}\left(a t t s_{0}\left(C_{1}\right)\right)=\emptyset \wedge Q\left[s c_{0}, v_{0} / s c, v\right]}$

[sequence]
$=005(P) ; \mathbf{O O 5}(Q)$
$=P ; Q$

Law 35. <OO5- $\mu$-closure $>$
OO5 $(\mu X \bullet F(X))=\mu X \bullet F(X)$, provided $F(X)$ is OO5 healthy.
Proof.
Similar to that of OO1- $\mu$-closure.

Law 36. <OO6-idempotent $>$

$$
\mathrm{OO} 6 \circ \mathrm{OO6}=\mathrm{OO} 6
$$

Proof.
Similar to that of OO1-idempotent.

Law 37. <OO6-^-closure>
OO6 $(P \wedge Q)=P \wedge Q$, provided $P$ and $Q$ are 006 healthy.
Proof.
Similar to that of OO1- $\wedge$-closure.

Law 38. <OO6-V-closure>
OO6 $(P \vee Q)=P \vee Q$, provided $P$ and $Q$ are 006 healthy.
Proof.
Similar to that of OO1- $\wedge$-closure.

Law 39. <OO6-_ $\triangleleft \_$_-closure $>$
OO6 $(P \triangleleft b \triangleright Q)=P \triangleleft b \triangleright Q$, provided $P$ and $Q$ are $\mathbf{O O 6}$ healthy.
Proof.
Similar to that of OO1-_ $\__{-} \triangleright$ _-closure.

Law 40. <OO6-; -closure>
OO6 $(P ; Q)=P ; Q$, provided $P$ and $Q$ are 006 healthy.
Proof.
OO6 ( $P ; Q$ )
[assumption]
$=006(006(P)$; 006 $(Q))$
[OO6]
$=\left(\begin{array}{l}((\operatorname{ran}(\cup \operatorname{ran} \text { atts }) \subseteq\{\mathbb{B}, \mathbb{Z}\} \cup \text { cls } \wedge P) ;(\operatorname{ran}(\cup \operatorname{ran} \text { atts }) \subseteq\{\mathbb{B}, \mathbb{Z}\} \cup \text { cls } \wedge Q)) \\ \wedge \\ \operatorname{ran}(\cup \operatorname{ran} \text { atts }) \subseteq\{\mathbb{B}, \mathbb{Z}\} \cup c l s\end{array}\right)$

$=\exists$ cls $_{0}, a t t s_{0}, v_{0} \bullet\left(\begin{array}{l}\operatorname{ran}(\bigcup \operatorname{ran} a t t s) \subseteq\{\mathbb{B}, \mathbb{Z}\} \cup c l s \wedge P\left[c l s_{0}, a^{2 t t s_{0}}, v_{0} / c l s^{\prime}, a t t s^{\prime}, v^{\prime}\right] \\ \wedge \\ \operatorname{ran}\left(\bigcup \operatorname{ran} a t t s_{0}\right) \subseteq\{\mathbb{B}, \mathbb{Z}\} \cup c l s_{0} \wedge Q\left[c l s_{0}, a t t s_{0}, v_{0} / c l s, a t t s, v\right]\end{array}\right)$
$=006(P) ; 006(Q)$
$=P ; Q$

Law 41. $<$ OO6- $\mu$-closure $>$
OO6 $(\mu X \bullet F(X))=\mu X \bullet F(X)$, provided $F(X)$ is OO6 healthy.
Proof.
Similar to that of OO1- $\mu$-closure.

Proofs for healthiness conditions OO7-OO12 are all similar to the closedness proofs of their correspondent initial variables counterparts healthiness conditions.

## B. 2 Commutativity of OO HCs

Law 42. <OO1-OO2-commutativity>

$$
\mathrm{OO1} \circ \mathrm{OO2}=\mathrm{OO} 2 \circ \mathrm{OO} 1
$$

Proof.

$$
\mathrm{OO1} \circ \mathrm{OO2}(P)
$$

$=\operatorname{dom} s c=c l s \backslash\{$ Object $\} \wedge$ OO1 $(P)$
$=002 \circ \mathrm{OO1}(P)$

Law 43. <OO1-OO3-commutativity $>$
$\mathrm{OO} 1 \circ \mathrm{OO} 3=\mathrm{OO} \circ \mathrm{OO} 1$
Proof.
Similar to that of OO1 $\circ$ OO2.

Law 44. <OO1-OO4-commutativity>

$$
\mathrm{OO} \circ \mathrm{OO} 4=\mathrm{OO} 4 \circ \mathrm{OO} 1
$$

Proof.
Similar to that of OO1 $\circ$ OO2.

Law 45. <OO1-OO5-commutativity> $001 \circ 005=005 \circ 001$

Proof.
Similar to that of $\mathbf{O O 1} \circ \mathbf{O O 2}$.

Law 46. <OO1-OO6-commutativity>
$\mathrm{OO} \circ \mathrm{OO6}=\mathrm{OO6} \circ \mathrm{OO} 1$
Proof.
Similar to that of OO1 OOO2.

Law 47. < OO2-OO3-commutativity>

$$
\mathrm{OO} 2 \circ \mathrm{OO}=\mathrm{OO} 2 \circ \mathrm{OO} 3
$$

Proof.
Similar to that of OO1 $\circ$ OO2.

Law 48. <OO2-OO4-commutativity>

$$
\mathrm{OO} 2 \circ \mathrm{OO4}=\mathrm{OO} 2 \circ \mathrm{OO} 4
$$

Proof.
Similar to that of OO1 OOO2.

Law 49. <OO2-OO5-commutativity>

$$
\mathrm{OO} 2 \circ \mathrm{OO5}=\mathrm{OO} 2 \circ \mathrm{OO} 5
$$

Proof.
Similar to that of $\mathbf{O O 1} \circ \mathbf{O O 2}$.

Law 50. < OO2-OO6-commutativity $>$

$$
\mathrm{OO} 2 \circ \mathrm{OO}=\mathrm{OO} 2 \circ \mathrm{OO} 6
$$

Proof.
Similar to that of $\mathbf{O O 1} \circ \mathbf{O O 2}$.

Law 51. <OO3-OO4-commutativity>

$$
\mathrm{OO} 3 \circ \mathrm{OO} 4=\mathrm{OO} \circ \mathrm{OO} 4
$$

Proof.
Similar to that of $\mathbf{O O 1} \circ \mathbf{O O 2}$.

Law 52. <OO3-OO5-commutativity>

$$
\mathrm{OO} \circ \mathrm{OO5}=\mathrm{OO} \circ \circ \mathrm{OO5}
$$

Proof.
Similar to that of OO1 OOO2.

Law 53. <OO3-OO6-commutativity>

$$
\mathrm{OO} 3 \circ \mathrm{OO}=\mathrm{OO} 3 \circ \mathrm{OO} 6
$$

Proof.
Similar to that of OO1 $\circ$ OO2.

Law 54. <OO4-OO5-commutativity>

$$
\mathrm{OO} 4 \circ \mathrm{OO5}=\mathrm{OO} 4 \circ \mathrm{OO} 5
$$

Proof.
Similar to that of OO1 OOO2.

Law 55. <OO4-OO6-commutativity>

$$
\mathrm{OO} 4 \circ \mathrm{OO}=\mathrm{OO} 4 \circ \mathrm{OO}
$$

Proof.
Similar to that of OO1 $\circ$ OO2.

Law 56. <OO5-OO6-commutativity>

$$
\mathrm{OO5} \circ \mathrm{OO6}=\mathrm{OO} \circ \mathrm{OO}
$$

Proof.
Similar to that of OO1 OOO2.

## B. 3 Other HCs Laws

In the following law, we use the notation ' - ' to stand for any variable name. For example, we use $\left[-{ }_{0} /-^{\prime}\right]$ to represent the replacement of all final variables, say $x^{\prime}$, with its corresponding version with a 0 subscript, $x_{0}$.

Law 57. <OO7-12,0013-equivalence>

$$
0013=007 \circ 008 \circ 009 \circ 0010 \circ 0011 \circ 0012
$$

## Proof.

OO13( $P$ )
[OO13]
$=P ; I_{o o}$
$=P ; \mathbf{O O I}\left(c l s^{\prime}=c l s \wedge s c^{\prime}=s c \wedge a t t s^{\prime}=a t t s \wedge \ldots\right)$
[sequence]
$=\exists-{ }_{0} \bullet P\left[-{ }_{0} /-^{\prime}\right] \wedge \mathbf{O O I}\left(c l s^{\prime}=c l s \wedge s c^{\prime}=s c \wedge a t t s^{\prime}=a t t s \wedge \ldots\right)\left[-{ }_{0} /-\right]$
[OO1-6]
(Object $\in$ cls $\wedge$ dom $s c=c l s \backslash\{$ Object $\} \wedge$ $\forall C: \operatorname{dom} s c \bullet(C$, Object $) \in s c^{+} \wedge$
$=\exists-{ }_{0} \bullet P\left[-{ }_{0} /-^{\prime}\right] \wedge$ dom atts $=c l s$
$\forall C_{1}, C_{2}: \operatorname{dom}$ atts $\bullet C_{1} \neq C_{2} \wedge \operatorname{dom}\left(\operatorname{atts}\left(C_{1}\right)\right) \cap \operatorname{dom}\left(\operatorname{atts}\left(C_{2}\right)\right)=\emptyset \wedge$ $\operatorname{ran}(\bigcup \operatorname{ran}$ atts $) \subseteq\{\mathbb{B}, \mathbb{Z}\} \cup c l s \wedge$
$c l s^{\prime}=c l s \wedge s c^{\prime}=s c \wedge a t t s^{\prime}=a t t s \wedge \ldots$
[substitution]
$=\exists-{ }_{0} \bullet P\left[-{ }_{0} /-^{\prime}\right] \wedge\left(\begin{array}{l}\text { Object } \in \text { cls }_{0} \\ \text { dom } \text { sc }_{0}=\text { cls }_{0} \backslash\{\text { Object }\} \wedge \\ \forall C: \operatorname{dom} \operatorname{sc}_{0} \bullet(C, \text { Object }) \in s c_{0}^{+} \wedge \\ \text { dom } \text { atts }_{0}=\text { cls }_{0} \wedge \\ \left.\forall C_{1}, C_{2}: \operatorname{dom} \text { atts }_{0} \bullet \operatorname{dom}\left(\text { atts }_{0}\left(C_{1}\right)\right) \cap \operatorname{dom} \text { atts }_{0}\left(C_{1}\right)\right)=\emptyset \wedge \\ \operatorname{ran}\left(\bigcup \operatorname{ran} \text { atts }_{0}\right) \subseteq\{\mathbb{B}, \mathbb{Z}\} \cup \text { cls }_{0} \wedge \\ \text { cls }^{\prime}=\text { cls }_{0} \wedge s c^{\prime}=\text { sc }_{0} \wedge \text { atts }^{\prime}=\text { atts }_{0} \wedge \ldots\end{array}\right)$
[OO7-12, variable values, propositional calculus]
$=007 \circ 008 \circ 009 \circ 0010 \circ 0011 \circ \mathrm{OO12}(P)$

## Appendix C

## Theory of Pointers

## C. 1 Observational Variables

Pointer Machine

$$
<A: \mathbb{P} A d, V: A d \mapsto \text { Value }, S: A d \leftrightarrow A d>
$$

where

$$
A d \widehat{=}(\text { seq Label }) \backslash\{<>\}
$$

## Projections

$$
\begin{aligned}
& A . p \widehat{=}\{q: A d \mid p \cdot q \in A\} \\
& V \cdot p \widehat{=}\{q: A d \mid p \cdot q \in \operatorname{dom} V \bullet q \mapsto V(p \cdot q)\}
\end{aligned}
$$

Equality

$$
p={ }_{v} q \equiv A \cdot p=A \cdot q \wedge V \cdot p=V \cdot q
$$

$$
p={ }_{p} q \equiv(p, q) \in S
$$

## C. 2 Healthiness Conditions

$$
\text { HP1 } P=P \wedge \forall a_{1}: A ; a_{2}: A d \mid a_{2}<a_{1} \bullet a_{2} \in A
$$

$$
\mathbf{H P 2} P=P \wedge \operatorname{dom} V=\operatorname{term}(A)
$$

```
HP3 \(P=P \wedge \bigwedge\left\{{ }^{\prime} x: \operatorname{vars}(A) \bullet x=!^{\prime} x\right\}\)
    where \(N P V \cap \operatorname{vars}(A)=\emptyset\)
    and \(\{A, V, S\} \subseteq N P V\).
\(\operatorname{vars}(X) \widehat{=}\{x: X \bullet x(1)\}\)
\(!x \widehat{=}\left\{\begin{array}{l}V(x), \text { if } x \in \operatorname{term}(A) \\ V \cdot x, \text { otherwise } .\end{array} \quad!x^{\prime} \widehat{=}\left\{\begin{array}{l}V^{\prime}(x), \text { if } x \in \operatorname{term}\left(A^{\prime}\right) \\ V^{\prime} \cdot x, \text { otherwise } .\end{array}\right.\right.\)
HP4 \(P=P \wedge S \in(A \leftrightarrow A) \wedge S=S^{*}\)
HP5 \(P=P \wedge f\) clos \(_{A} S\)
    where \(f \operatorname{clos}_{A} E \widehat{=} \forall x, y: A d|(x, y) \in E \bullet \forall a: A d| x . a \in A \wedge y . a \in A \bullet(x . a, y . a) \in E\)
HP6 \(P=P \wedge \forall a, b: A d \bullet(a, b) \in S \wedge a \in \operatorname{dom} V \Rightarrow b \in \operatorname{dom} V \wedge V(a)=V(b)\)
```

HP7-12 correspond to HP1-6 but restricting the final values for $A, V$ and $S$.

## Other Definitions

```
HPI \equivHP1\circHP2 \circ HP3 ○HP4\circHP5 ○ HP6
```



## C. 3 Variables

## Declaration

$$
\operatorname{var} x \widehat{=} \mathbf{H P I} \circ \mathbf{H P 9}\left(\exists v: \text { Value } \bullet\left(\begin{array}{l}
A^{\prime}=A \cup\{x\} \wedge \\
V^{\prime}=V \oplus\{x \mapsto v\} \wedge \\
S^{\prime}=S \cup\{x \mapsto x\}
\end{array}\right)\right)
$$

provided $x \notin A$

## Undeclaration

$$
\text { end } x \widehat{=} \mathbf{H P I} \circ \mathbf{H P 9}\left(\begin{array}{l}
A^{\prime}=A \backslash\{x \infty \cup\{x\}\} \wedge \\
V^{\prime}=(x \infty \cup\{x\}) \notin V \wedge \\
S^{\prime}=(x \infty \cup\{x\}) \notin S \triangleright(x \infty \cup\{x\})
\end{array}\right)
$$

provided $x \in A$
where $x \infty \widehat{=}\{a: A d \bullet x . a\}$

## C. 4 Commands

## Auxiliary Functions

$$
\begin{aligned}
\operatorname{share}_{X}(x) & \widehat{=} X(\{x\}) \\
X^{\uparrow} & \widehat{=} \bigcup\{x: X \bullet x \infty\} \\
\operatorname{ext}_{X}(x) & \widehat{=} \operatorname{share}_{X}(x)^{\uparrow}
\end{aligned}
$$

## Value Assignment

$$
x:={ }_{t} e \widehat{=} \mathbf{H P I} \circ \mathbf{H P 9}\left(\begin{array}{l}
A^{\prime}=A \wedge \\
V^{\prime}=V \oplus\left\{a: \operatorname{share}_{S}(x) \bullet a \mapsto e\right\} \wedge \\
S^{\prime}=S
\end{array}\right)
$$

provided $x \in \operatorname{dom} V$

$$
x:={ }_{i} e \widehat{=} \mathbf{H P I} \circ \mathbf{H P 9}\left(\begin{array}{l}
A^{\prime}=A \backslash \operatorname{ext}_{S}(x) \wedge \\
V^{\prime}=\left(\operatorname{ext}_{S}(x) \notin V\right) \cup\left\{a:\left(\operatorname{share}_{S}(x) \backslash \operatorname{ext}_{S}(x)\right) \bullet a \mapsto e\right\} \wedge \\
S^{\prime}=\operatorname{ext}_{S}(x) \nLeftarrow S \triangleright \operatorname{ext}_{S}(x)
\end{array}\right)
$$

provided $x \in A, x \notin \operatorname{dom} V$

## Pointer Assignment

$$
x:-{ }_{t} y \widehat{=} \mathbf{H P I} \circ \mathbf{H P 9}\left(\begin{array}{l}
A^{\prime}=A \cup\{a: A d \mid y . a \in A \bullet x \cdot a\} \wedge \\
V^{\prime}=(\{x\} \notin V) \oplus\{a: \operatorname{dom} V ; f a: \text { seq Label } \mid a=y . f a \bullet x . f a \mapsto V(y . f a)\} \wedge \\
S^{\prime}=(((\{x\} \notin \triangleright \triangleright\{x\}) \cup\{x \mapsto y\}) \cup\{a: A d \mid y . a \in A \bullet x \cdot a \mapsto y \cdot a\})^{*}
\end{array}\right)
$$

provided $x \in \operatorname{dom} V$

$$
x:-{ }_{i} y \widehat{=} \mathbf{H P I} \circ \mathbf{H P 9}\left(\begin{array}{c}
A^{\prime}=(A \backslash x \infty) \cup\{a: A d \mid y \cdot a \in A \bullet x . a\} \wedge \\
V^{\prime}=(x \infty \triangleleft V) \oplus\{a: \operatorname{dom} V ; f a: \text { seq Label } \mid a=y . f a \bullet x . f a \mapsto V(y . f a)\} \wedge \\
S^{\prime}=(((x \infty \cup\{x\}) \triangleleft S \triangleright(x \infty \cup\{x\})) \cup\{x \mapsto y\} \cup \\
\{a: A d \mid y \cdot a \in A \bullet x \cdot a \mapsto y . a\})^{*}
\end{array}\right)
$$

provided $x \in A, x \notin \operatorname{dom} V$

## Register Creation and Assignment

$$
\begin{aligned}
& \quad \operatorname{new}(f) \widehat{=}\{n: \text { name; v: Value } \mid n \in f \bullet n \mapsto v\} \\
& x:={ }_{r} \mathbf{n e w}(f) \widehat{=} \mathbf{H P I} \circ \mathbf{H P 9}\left(\begin{array}{l}
A^{\prime}=(A \backslash x \infty) \cup\{n: \text { name } \mid n \in \operatorname{dom} \operatorname{map} \bullet x . n\} \wedge \\
V^{\prime}=((x \infty \cup\{x\}) \triangleleft V) \oplus\{n: \text { name } \mid n \in \operatorname{dom} \operatorname{map} \bullet x . n \mapsto \operatorname{map}(n)\} \wedge \\
S^{\prime}=(x \infty \cup\{x\}) \leftrightarrow S \triangleright(x \infty \cup\{x\})
\end{array}\right) \\
& \quad \text { provided } x \in A \\
& \quad \text { where map }=\operatorname{new}(f)
\end{aligned}
$$

## Appendix D

## Integrated Theory

## D. 1 Observational Variables

## Class Names

cls : $\mathbb{P}$ name.
Subtype Relation
$s c: n a m e \mapsto$ name.

## Attribute Information

atts : name $\mapsto$ (name $\mapsto$ Type).
where

$$
\text { Type }:=\{\mathbb{B}, \mathbb{Z}\} \cup \text { cls }
$$

## Methods

Methods texts are recorded in high-order-variables in the form

$$
\text { var } m: p r o c=\mathrm{pds}
$$

where pds is a parametrised command, as in the example below.
valres self:Object $\bullet \mathrm{mc} \triangleleft$ self is $C \triangleright\left(\mathrm{mb} \triangleleft\right.$ self is $B \triangleright\left(\right.$ ma $\triangleleft$ self is $\left.\left.A \triangleright \perp_{p o}\right)\right)$
Pointer Machine
$<A: \mathbb{P} A d, V: A d \mapsto$ Value $, S: A d \leftrightarrow A d>$
where
$A d \widehat{=}($ seq Label $) \backslash\{<>\}$
and
Value $\widehat{=}\{T:$ Type $; i:$ name $\mid i \in T \bullet i\}$

## Dynamic Types

$d t s: A d \mapsto$ Type.

## Projections

$$
\begin{aligned}
& A . p \widehat{=}\{q: A d \mid p \cdot q \in A\} \\
& V . p \widehat{=}\{q: A d \mid p \cdot q \in \operatorname{dom} V \bullet q \mapsto V(p \cdot q)\}
\end{aligned}
$$

## D. 2 Healthiness Conditions

OOs
OO1 $P=P \wedge$ Object $\in$ cls

OO2 $P=P \wedge \operatorname{dom} s c=c l s \backslash\{$ Object $\}$

OO3 $P=P \wedge \forall C: \operatorname{dom} s c \bullet(C$, Object $) \in s c^{+}$

OO4 $P=P \wedge$ dom atts $=c l s$

OO5 $P=P \wedge \forall C_{1}, C_{2}$ : dom atts $\bullet C_{1} \neq C_{2} \wedge \operatorname{dom}\left(\operatorname{atts}\left(C_{1}\right)\right) \cap \operatorname{dom}\left(\operatorname{atts}\left(C_{2}\right)\right)=\emptyset$

OO6 $P=P \wedge \operatorname{ran}(\bigcup \operatorname{ran}$ atts $) \subseteq\{\mathbb{B}, \mathbb{Z}\} \cup$ cls

OO7 $P=P \wedge$ Object $\in$ cls $^{\prime}$

OO8 $P=P \wedge \operatorname{dom} s c^{\prime}=c l s^{\prime} \backslash\{$ Object $\}$

OO9 $P=P \wedge \forall C: \operatorname{dom} s c^{\prime} \bullet(C$, Object $) \in s c^{\prime+}$
$0010 P=P \wedge \operatorname{dom}$ atts $^{\prime}=c l s^{\prime}$
$0011 P=P \wedge \forall C_{1}, C_{2}: \operatorname{dom} \operatorname{atts}^{\prime} \bullet C_{1} \neq C_{2} \wedge \operatorname{dom}\left(\operatorname{atts}^{\prime}\left(C_{1}\right)\right) \cap \operatorname{dom}\left(\operatorname{atts}^{\prime}\left(C_{2}\right)\right)=\emptyset$

OO12 $P=P \wedge \operatorname{ran}\left(\bigcup \operatorname{ran}\right.$ atts $\left.^{\prime}\right) \subseteq\{\mathbb{B}, \mathbb{Z}\} \cup c l s^{\prime}$
$0013 P=P ; I_{o o}$

## HPs

$$
\text { HP1 } P=P \wedge \forall a_{1}: A ; a_{2}: A d \mid a_{2}<a_{1} \bullet a_{2} \in A
$$

HP2 $P=P \wedge \operatorname{dom} V=\operatorname{term}(A)$

$$
\text { HP3 } P=P \wedge \bigwedge\left\{{ }^{\prime} x: \operatorname{vars}(A) \bullet x=!^{\prime} x\right\}
$$

where $N P V \cap \operatorname{vars}(A)=\emptyset$
and
$\{A, V, S, c l s, s c, a t t s, d t s\} \cup M \subseteq N P V$
where : $M$ is the set of method variables.
$\operatorname{vars}(X) \widehat{=}\{x: X \bullet x(1)\}$
$!x \widehat{=}\left\{\begin{array}{ll}(d t s(x), V(x)), & \text { if } x \in \operatorname{term}(A) \\ (d t s(x), V \cdot x), & \text { otherwise } .\end{array} \quad!x^{\prime} \widehat{=} \begin{cases}\left(d t s\left(x^{\prime}\right), V^{\prime}(x)\right), & \text { if } x \in \operatorname{term}\left(A^{\prime}\right) \\ \left(d t s\left(x^{\prime}\right), V^{\prime} \cdot x\right), & \text { otherwise } .\end{cases}\right.$

HP4 $P=P \wedge S \in(A \leftrightarrow A) \wedge S=S^{*}$

HP5 $P=P \wedge f_{c l o s}^{A} S$
where $f_{c l o s}^{A} E \widehat{=} \forall x, y: A d|(x, y) \in E \bullet \forall a: A d| x \cdot a \in A \wedge y . a \in A \bullet(x . a, y . a) \in E$

HP6 $P=P \wedge \forall a, b: A d \bullet(a, b) \in S \wedge a \in \operatorname{dom} V \Rightarrow b \in \operatorname{dom} V \wedge V(a)=V(b)$

HP7-12 correspond to HP1-6 but restricting the final values for $A, V$ and $S$.

## POs

PO1 $P=P \wedge \operatorname{dom} d t s=A \wedge \operatorname{ran} d t s \subseteq$ Type

PO2 $P=P \wedge \operatorname{dom} d t s^{\prime}=A^{\prime} \wedge \operatorname{ran} d t s^{\prime} \subseteq\{\mathbb{B}, \mathbb{Z}\} \cup c^{\prime} s^{\prime}$

## Other Definitions

```
OOI = OO1 ○OO2 ○OO3 OOO4 OOO5 OOO6
OO}\equiv\textrm{OO1}\circ\textrm{OO2}\circ\textrm{OO3}\circ\textrm{OO4}\circ\textrm{OO5}\circ\textrm{OO6}\circ\textrm{OO7}\circ\textrm{OO8}\circ\textrm{OO9}\circ0010\circ0011\circ\textrm{OO12
    IIoo =
HPI = HP1 \circ HP2 \circ HP3 \circ HP4 \circ HP5 ○ HP6
```



```
    PO}\equiv\textrm{PO}1\circ\textrm{PO}
IT }\widehat{=}\mathbf{OO}\circ\mathbf{HP}\circ\mathbf{PO
\perppo
```


## D. 3 Declarations

## Class Introduction

$$
\text { class } A \text { extends } B \hat{=} \mathbf{I T}\left(\binom{A \notin \text { Type } \wedge}{B \in \text { cls }} \vdash\left(\begin{array}{l}
c l s^{\prime}=c l s \cup\{A\} \wedge \\
s c^{\prime}=s c \cup\{A \mapsto B\} \wedge \\
\text { atts }=\text { atts } \cup\{A \mapsto \emptyset\} \wedge \\
w^{\prime}=w
\end{array}\right)\right)
$$

where $w=\operatorname{in\alpha }($ class $A$ extends $B) \backslash\{c l s, s c, a t t s\}$
or
class $A=$ class $A$ extends Object

## Attribute Introduction

$\operatorname{att} A x: T \hat{=} \mathbf{I T}\left(\left(\begin{array}{l}A \in \operatorname{cls} \wedge \\ x \notin \operatorname{dom\mathcal {C}}(\text { atts }, c l s) \wedge \\ T \in \text { Type }\end{array}\right) \vdash\binom{\right.$ atts $\left.=\operatorname{atts} \oplus\{A \mapsto(\operatorname{atts}(A) \cup\{x \mapsto T\})\} \wedge}{w^{\prime}=w}\right)$
where $w=\operatorname{in} \alpha($ att $A x: T) \backslash\{a t t s\}$
and $\mathcal{C}($ amap, cset $)=\bigcup\{N:$ cset $\bullet$ amap $N\}$,
amap is an attribute mapping, and cset is class set.

## Closure of attributes

$$
\mathcal{U}(a m a p, s m a p, N)=\bigcup a m a p\left(\operatorname{smap}^{*} \backslash\{N\} \emptyset\right)
$$

## Method Introduction

$\operatorname{meth} A m=(p d s \bullet p) \widehat{=}$

$$
\operatorname{IT}\left(\operatorname{var} m ;\binom{A \in \operatorname{cls} \wedge}{\forall t \in \operatorname{types}(p d s) \bullet t \in \text { Type }} \vdash\binom{m^{\prime}=\operatorname{pds}_{e} \bullet\left(\mathrm{p} \triangleleft \operatorname{self} \text { is } \mathrm{A} \triangleright \perp_{p o}\right) \wedge}{w^{\prime}=w}\right)
$$

provided $m \notin \alpha($ meth $A m=(p d s \bullet p))$
where pds ${ }_{e}=$ valres self:Object; pds and $w=\operatorname{in\alpha }($ meth $A m=(p d s \bullet p))$

## Method Redefinition

$$
\operatorname{meth} A m=(p d s \bullet p) \hat{=} \mathbf{I T}\left(\binom{A \in c l s \wedge}{\exists \mathrm{q} \bullet m=\mathrm{pds}_{e} \bullet \mathrm{q}} \vdash\left(\exists \mathrm{q} \bullet\left(\begin{array}{l}
m=\mathrm{pds}_{e} \bullet \mathrm{q} \wedge \\
m^{\prime}=\mathrm{pds}_{e} \bullet j o i n(A, \mathrm{p}, \mathrm{q}) \wedge \\
w^{\prime}=w
\end{array}\right)\right)\right)
$$

provided $m \in \alpha(\boldsymbol{m e t h} A m=(p d s \bullet p))$
where pds ${ }_{e}=$ valres self:Object; pds, $w=i n \alpha($ meth $A m=(p d s \bullet p)) \backslash\{m\}$
and
$\operatorname{join}\left(A, \mathrm{p}, \perp_{p o}\right)=\mathrm{p} \triangleleft$ self is $\mathrm{A} \triangleright \perp_{p o}$
$j \operatorname{join}\left(A, \mathrm{p}, \mathrm{q}_{l} \triangleleft\right.$ self is $\left.\mathrm{B} \triangleright \mathrm{q}_{r}\right)=\left\{\begin{array}{l}\mathrm{p} \triangleleft \operatorname{self} \text { is } \mathrm{A} \triangleright\left(\mathrm{q}_{l} \triangleleft \text { self is } \mathrm{B} \triangleright \mathrm{q}_{r}\right) \text {, if } A \prec B \\ \mathrm{q}_{l} \triangleleft \operatorname{self} \text { is } \mathrm{B} \triangleright \text { join }\left(A, \mathrm{p}, \mathrm{q}_{r}\right) \quad \text {, otherwise }\end{array}\right.$
$\operatorname{join}(A, \mathrm{p}, \mathrm{q})=\perp_{p o}$, for programs q of every other form

## D. 4 Abstractions

Call by Value

$$
(\operatorname{val} v: T \bullet p) \widehat{=}(\lambda w: T \bullet(\operatorname{var} v: T ; v:=w ; p ; \text { end } v: T))
$$

Call by Result

$$
(\operatorname{res} v: T \bullet p) \widehat{=}(\lambda w: \mathcal{N} \bullet(\operatorname{var} v: T ; p ; w:=v ; \text { end } v: T))
$$

Call by Value-Result

$$
(\text { valres } v: T \bullet p) \widehat{=}(\lambda w: \mathcal{N} \bullet(\operatorname{var} v: T ; v:=w ; p ; w:=v ; \text { end } v: T))
$$

## Call by Reference

$$
\begin{aligned}
& (\operatorname{ref} v: T \bullet p) \widehat{=}(\lambda w: \mathcal{N} \bullet(\operatorname{var} v: T ; v:-w ; p ; \text { end } v: T)) \\
& (\lambda x: \mathcal{N} \bullet p)(y) \widehat{=} p\left[y, y^{\prime}, y t, y t^{\prime} / x, x^{\prime}, x t, x t^{\prime}\right]
\end{aligned}
$$

## D. 5 Variables

## Declaration

$$
\operatorname{var} x: T \widehat{=} \mathbf{I T}\left(\{T \in T y p e\}_{\perp} ; \operatorname{var} x t, x ; x \notin A \vdash \exists v: \text { Value } \bullet\left(\begin{array}{l}
x t^{\prime}=T \wedge \\
x^{\prime} \in \mathcal{V}(T) \wedge \\
A^{\prime}=A \cup\{x\} \wedge \\
V^{\prime}=V \oplus\{x \mapsto v\} \wedge \\
S^{\prime}=S \cup\{x \mapsto x\} \wedge \\
d t s^{\prime}=d t s \oplus\{x \mapsto T\} \wedge \\
w^{\prime}=w
\end{array}\right)\right)
$$

provided $x \notin \operatorname{in\alpha }(\operatorname{var} x: T)$
where $w \in \operatorname{in\alpha }(\operatorname{var} x: T) \backslash\{x, x t, A, V, S, d t s\}$

## Undeclaration

$$
\text { end } \left.x: T \widehat{=} \mathbf{I T}\left(\left(\begin{array}{l}
A^{\prime}=A \backslash\{x \infty \cup\{x\}\} \wedge \\
V^{\prime}=(x \infty \cup\{x\}) \triangleleft V \wedge \\
S^{\prime}=(x \infty \cup\{x\}) \& S \triangleright(x \infty \cup\{x\}) \wedge \\
d t s^{\prime}=(x \infty \cup\{x\}) \triangleleft d t s \wedge \\
w^{\prime}=w
\end{array}\right)\right) ; \text { end } x, x t\right)
$$

provided $x \in \operatorname{in\alpha }($ end $x: T)$
where $w \in \operatorname{in\alpha }($ end $x: T) \backslash\{x, A, d t s, V, S\}$

## D. 6 Expressions

BNF

$$
\begin{aligned}
e & ::=v|l e| \text { new } N \mid e \text { is } N|(N) e| f(e) \mid \text { null } \\
l e & ::=x \mid \text { self } \mid l e . x
\end{aligned}
$$

Table D.1: BNF for object-oriented expressions.

## Well-definedness

$$
\begin{aligned}
& \text { Primitive Values } \\
& \mathcal{D}((\mathbb{B}, v)) \widehat{=} \quad v \in \mathbb{B} \\
& \mathcal{D}((\mathbb{Z}, v)) \quad \widehat{=} \quad v \in \mathbb{Z}
\end{aligned}
$$

## Objects

$\begin{aligned} \mathcal{D}((T, \text { null })) & \widehat{=} T \in c l s \\ \mathcal{D}((T, v)) & \widehat{=} T \in c l s \wedge(T, v) \in \mathcal{V}(T)\end{aligned}$

## Variables

$\mathcal{D}(x) \widehat{=} x t \in$ Type $\wedge x \in A$
$\mathcal{D}$ (self) $\widehat{=} \operatorname{self} t \in c l s \wedge \operatorname{self} \in A$

## Attribute Accesses

$$
\mathcal{D}(l e . x) \widehat{=} \mathcal{D}(l e) \wedge l e_{t} \in c l s \wedge l e_{v} \neq \text { null } \wedge x \in \operatorname{dom} l e_{v}
$$

> Typing

$$
\begin{aligned}
\mathcal{D}(\text { new } N) & \widehat{=} N \in c l s \\
\mathcal{D}(e \text { is } N) & \widehat{=} \mathcal{D}(e) \wedge N \in c l s \\
\mathcal{D}((N) e) & \widehat{=} \mathcal{D}(e) \wedge N \in c l s \wedge e_{t} \preceq N
\end{aligned}
$$

## Remainder

$$
\mathcal{D}(x \% y) \widehat{=} \mathcal{D}(x) \wedge \mathcal{D}(y) \wedge x_{t}=\mathbb{Z} \wedge y_{t}=\mathbb{Z} \wedge y_{v} \neq 0
$$

## Object Creation

$$
\begin{aligned}
& \text { new } N \widehat{=}(N,\{n: n a m e ; v: \text { Value } \mid n \in \operatorname{dom} \operatorname{map} \wedge v \in \operatorname{map}(n) \bullet n \mapsto v\}) \\
& \quad \text { where } \operatorname{map}=\mathcal{U}(\text { atts, cls, } N)
\end{aligned}
$$

## Type Test

$$
e \text { is } N \widehat{=\left(\mathbb{B}, e_{t} \preceq N\right) ~}
$$

## Type Cast

$$
(N) e \widehat{=} e
$$

## Attribute Access

$$
l e . x \widehat{=}!l e . x
$$

## Equality

$$
\begin{aligned}
& p={ }_{v} q \equiv A \cdot p=A \cdot q \wedge!p=!q \\
& p={ }_{p} q \equiv(p, q) \in S
\end{aligned}
$$

## D. 7 Commands

## BNF

$$
c::=l e:=e|I I| \operatorname{var} x: T \mid \text { end } x: T\left|c_{1} \triangleleft e \triangleright c_{2}\right| c_{1} ; c_{2}|\mu X \bullet F(X)| l e . m(e)
$$

Table D.2: BNF for object-oriented commands.

## Well-definedness

## Assignment to variables

$$
\mathcal{D}(x:=e) \widehat{=} \mathcal{D}(x) \wedge \mathcal{D}(e) \wedge e_{t} \preceq x t
$$

Assignment to attributes

$$
\mathcal{D}(l e . x:=e) \quad \widehat{=} \mathcal{D}(l e . x) \wedge \mathcal{D}(e) \wedge e_{t} \preceq \mathcal{U}\left(\text { atts }, s c, l e_{t}\right)(x)
$$

## Conditional

$\mathcal{D}(P \triangleleft e \triangleright Q) \hat{=} \mathcal{D}(e) \wedge e_{t}=\mathbb{B}$
Method call
$\mathcal{D}(l e . m(e)) \widehat{=} \mathcal{D}(l e) \wedge l e_{v} \neq$ null $\wedge$ compatible $(l e, m) \wedge e_{t} \preceq T$
provided $\exists \mathrm{p} \bullet m=(\operatorname{val} \mathrm{x}: T \bullet \mathrm{p})$,
where compatible $(l e, m) \equiv \exists \mathrm{pds}, \mathrm{p} \bullet m=(\mathrm{pds} \bullet \mathrm{p}) \wedge l e_{t} \in \operatorname{scan}(\mathrm{p})$
with
$\operatorname{scan}\left(\perp_{p o}\right)=\{ \}$
$\operatorname{scan}\left(\mathrm{p}_{l} \triangleleft\right.$ self is $\left.\mathrm{A} \triangleright \mathrm{p}_{r}\right)=\{B: \operatorname{cls} \mid B \preceq A\} \cup \operatorname{scan}\left(\mathrm{p}_{r}\right)$
$\mathcal{D}(l e . m(y)) \widehat{\mathcal{D}}(l e) \wedge l e_{v} \neq \operatorname{null} \wedge$ compatible $(l e, m) \wedge$ frame $(l e) \cap$ frame $(y)=\emptyset \wedge T \preceq y_{t}$ provided $\exists \mathrm{p} \bullet m=($ res $\mathrm{x}: T \bullet \mathrm{p})$
$\mathcal{D}(l e . m(z)) \widehat{\mathcal{D}}(l e) \wedge l e_{v} \neq \operatorname{null} \wedge$ compatible $(l e, m) \wedge$ frame $(l e) \cap \operatorname{frame}(y)=\emptyset \wedge T=z_{t}$ provided $\exists \mathrm{p} \bullet m=($ valres $\mathrm{x}: \mathrm{T} \bullet \mathrm{p})$
$\mathcal{D}(l e . m(e)) \widehat{=} \mathcal{D}(l e) \wedge l e_{v} \neq$ null $\wedge$ compatible $(l e, m) \wedge e_{t} \preceq T$
provided $\exists \mathrm{p} \bullet m=($ ref $\mathrm{x}: T \bullet \mathrm{p})$

## Assignments of New Objects

$x:={ }_{r}$ new $N \widehat{=}$
$\mathbf{I T}\left(\mathcal{D}(x:=\right.$ new $N) \vdash\left(\begin{array}{l}A^{\prime}=(A \backslash x \infty) \cup\{n: \text { name } \mid n \in \operatorname{dom} \operatorname{map} \bullet x . n\} \wedge \\ V^{\prime}=((x \infty \cup\{x\}) \triangleleft V) \oplus\{n: \text { name } \mid n \in \operatorname{dom} \operatorname{map} \bullet x . n \mapsto \operatorname{map}(n)\} \wedge \\ S^{\prime}=(x \infty \cup\{x\}) \& S \triangleright(x \infty \cup\{x\}) \wedge \\ d t s^{\prime}=((x \infty \cup\{x\}) \triangleleft d t s) \oplus(\{x \mapsto N\} \cup\{x . f \mapsto \operatorname{aclos}(f) \mid f \in \operatorname{dom} \operatorname{map}\}) \wedge \\ w^{\prime}=w\end{array}\right)$
where $(N$, map $)=$ new $N$
with aclos $=\mathcal{U}($ atts, cls, $N)$
and $w \in \operatorname{in\alpha }\left(x:={ }_{r}\right.$ new $\left.N\right) \backslash\{A, V, S, d t s\}$

## Value Assignments of Variables or Attributes

$x:=e \widehat{=}$
IT $\left(\mathcal{D}(x:=e) \vdash\left(\begin{array}{l}A^{\prime}=A \backslash \operatorname{ext}_{S}(x) \wedge \\ V^{\prime}=\left(\left(\operatorname{ext}_{S}(x) \cup \operatorname{share}_{S}(x)\right) \triangleleft V\right) \oplus\left\{a:\left(\operatorname{share}_{S}(x) \backslash \operatorname{ext}_{S}(x)\right) \bullet a \mapsto e_{v}\right\} \wedge \\ S^{\prime}=\operatorname{ext}_{S}(x) \& S \triangleright \operatorname{ext}_{S}(x) \wedge \\ d t s^{\prime}=\left(\left(\operatorname{ext}_{S}(x) \cup \operatorname{share}_{S}(x)\right) \triangleleft d t s\right) \oplus\left\{a:\left(\operatorname{share}_{S}(x) \backslash e x t_{S}(x)\right) \bullet a \mapsto e_{t}\right\}\end{array}\right)\right)$
$x:=y \widehat{=}$
$\mathbf{I T}\left(\begin{array}{l}\mathcal{D}(x:=y) \\ \vdash \\ \left(\begin{array}{l}A^{\prime}=(A \backslash x \infty) \cup\{a: A d \mid y . a \in A \bullet x . a\} \wedge \\ d t s^{\prime}=(x \infty \triangleleft d t s) \oplus(\{a: \text { dom } V ; \text { fa }: \text { seq Label } \mid a=y . f a \bullet x . f a \mapsto d t s(y . f a)\} \cup\{x \mapsto d t s(y)\}) \wedge \\ V^{\prime}=(x \infty \& V) \oplus\{a: \operatorname{dom} V ; f a: \text { seq Label } \mid a=y . f a \bullet x . f a \mapsto V(y . f a)\} \wedge \\ S^{\prime}=((x \infty \cup\{x\}) \& S \triangleright(x \infty \cup\{x\}))\end{array}\right.\end{array}\right)$

## Pointer Assignments of Variables or Attributes

$$
\begin{aligned}
& x:-y \widehat{=} \\
& \mathbf{I T}\left(\begin{array}{l}
\mathcal{D}(x:-e) \\
\vdash \\
\left(\begin{array}{l}
A^{\prime}=(A \backslash x \infty) \cup\{a: A d \mid y \cdot a \in A \bullet x . a\} \wedge \\
V^{\prime}=(x \infty \triangleleft V) \oplus\{a: \operatorname{dom} V ; f a: \text { seq Label } \mid a=y . f a \bullet x . f a \mapsto V(y . f a)\} \wedge \\
S^{\prime}=(((x \infty \cup\{x\}) \triangleleft S \triangleright(x \infty \cup\{x\})) \cup\{x \mapsto y\} \cup\{a: A d \mid y \cdot a \in A \bullet x . a \mapsto y . a\})^{*} \wedge \\
d t s^{\prime}=(x \infty \triangleleft d t s) \oplus(\{a: \operatorname{dom} V ; f a: \text { seq Label } \mid a=y . f a \bullet x . f a \mapsto d t s(y . f a)\} \cup\{x \mapsto d t s(y)\})
\end{array}\right)
\end{array}\right)
\end{aligned}
$$

## Conditional

$$
P \triangleleft e \triangleright Q \widehat{=} \mathbf{I T}\left(\mathcal{D}(P \triangleleft e \triangleright Q) \wedge\left(\left(e_{v} \wedge P\right) \vee\left(\neg e_{v} \wedge Q\right)\right)\right)
$$

## Simple Recursion

$$
\text { meth } A m=\mu X \bullet(p d s \bullet F(X))
$$

## Mutual Recursion

$$
\text { meth } A m, B n=\mu X, Y \bullet\left(p d s_{m} \bullet F(X, Y), p d s_{n} \bullet G(X, Y)\right)
$$

## Method Call

$$
l e . m(\text { args }) \widehat{=} \mathbf{I T}\left(\{\mathcal{D}(l e . m(\operatorname{args}))\}_{\perp} ;\left(p d s_{e} \bullet p\right)(l e, \operatorname{args})\right)
$$

where $m=\mathrm{pds}_{e} \bullet \mathrm{p}$
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[^0]:    ${ }^{1}$ In Chapter 5 a call-by-reference parameter passing mechanism is also considered.

[^1]:    ${ }^{1}$ Variables present at the specification level.

[^2]:    ${ }^{1}$ Predicates which perform tests on initial variable values.

[^3]:    ${ }^{2}$ Symbols used in a theory and their semantics.

[^4]:    ${ }^{1}$ In [HCW07], the hypothetical machine can address finite or infinite non-empty sequences of labels, for simplicity we consider only finite addresses. This simplification is reflected in some forthcoming definitions.

[^5]:    ${ }^{2}$ The original definition of HP3 presented in [HCW07] is too restrictive to be used in theories integration. There $N P V=\operatorname{in} \alpha(P) \backslash\{A, V, S\}$, which requires other observational variables to be in the pointer machine, and this is not truth.

[^6]:    ${ }^{3}$ This kind of assignment exist in this theory because of its absence of typing restrictions, in the object-oriented theory assignments of values to non-terminals are restricted to null assignments.

[^7]:    ${ }^{4}$ In the context of object-orientation it could be seen as a variable previously with null, and after object creation (new) an instance is associated.

