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Abstract

In this paper, we provide an overview of the fundamentals of biometric identi cation, together with a description of the
main biometric technologies currently in use, all of them within a common reference framework. A comparison on di8erent
qualitative parameters of these technologies is also given, so that the reader may have a clear perspective of advantages and
disadvantages of each. A section on multibiometrics describes the state of the art in making these systems work coordinately.
Fusion at di8erent conceptual levels is described. Finally, a section on commercial issues provides the reader a perspective
of the main companies currently involved in this  eld.
? 2003 Elsevier B.V. All rights reserved.
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1. Introduction

Buying with a credit card, accessing restricted
areas or resources, traveling abroad: : : are just some
examples where it is necessary to verify whether we
really are who we claim. Identifying ourselves is in-
deed a very common procedure in modern society.
Traditionally, identi cation strategies are based on
something we know, e.g., a password or a personal
identi cation number (PIN), or something we own,
e.g., a card, a token, or a key [46]. Unfortunately,
passwords can be forgotten or guessed by an intruder,
cards can be stolen or lost: : : : In fact, traditional
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identi cation systems are inherently insecure, spe-
cially in a global economy where the need for reliable
shared virtual spaces increases constantly.
Biometrics is the science of identifying people

using physiological features [59]. Biometric identi-
 cation systems (BISs), i.e., identi cation based on
biometric features, are expected to provide in the near
future secure access to physical and virtual resources
and spaces since, unlike traditional identi cation, they
are based on what we are (our individual traits). Virtu-
ally any physiological feature could be used for iden-
ti cation; however, the most generalized biometric
techniques include the automated recognition of  n-
gerprints, faces, iris, retina, hand geometry, voice and
signature [50,44,27,59,60,32].
The heightened awareness of security issues (spe-

cially since the terrorist events of September 2001)
has led to a massive rise in the interest for biometric
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Fig. 1. 2001 biometric market share by category.
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Fig. 2. Total biometrics revenue market: 2000–2007.

technology from a variety of market sectors, includ-
ing government agencies and corporations pursuing
greater accountability of their sta8 and higher secu-
rity for their facilities. Fig. 1 shows the distribution of
the “Big Three” traditional markets for biometrics—
physical access control, logical access control and time
and attendance—as it was in 2001 [49]. Industry pre-
dictions indicate that the total biometrics market will
continue to grow, reaching by 2007 $1074 million rev-
enues [3] (see Fig. 2). With regard to the di8erent bio-
metric technologies in use,  ngerprint continues to be
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Fig. 3. Biometric market share by technology in 2002.

the leading technology in terms of market share (see
Fig. 3 [4]). However, as we will show in the paper,
some other biometric techniques have higher discrim-
inative power, so, there might be changes in the early
future in this trend.
A BIS can be considered as an automatic pattern

recognition system that establishes the authenticity of
a speci c physiological or behavioral characteristic
possessed by an user [50,73]. In a  rst enrollment
stage (system training) the system captures individ-
ual physiognomies, which are digitally represented by
means of feature vector templates or prototypes. Most
often the enrollment stage spans the whole lifetime of
the system, as new users can be expected. Afterwards
individual users access the BIS, which captures their
biometric characteristic, creates the digital represen-
tation and compares it with the templates stored in a
database to make a decision on the identity of the user.
BISs can operate in two di8erent ways: veri cation

(or authentication) and identi cation itself. In veri-
 cation mode, the user claims to be someone, and
the system simply accepts or rejects this claim after
comparing the biometric feature to the ones stored
in the database. In identi cation mode, the user just
accesses the BIS, which extracts biometric features
and compares with the ones in the database to decide
who the person is among all the enrolled users. Ob-
viously, identi cation is much more demanding than



R. de Luis-Garc�-a et al. / Signal Processing 83 (2003) 2539–2557 2541

DISTANCE

P
R

O
B

A
B

IL
IT

Y
 D

E
N

S
IT

Y

GENUINE
USERS

IMPOSTORS

THRESHOLD
CORRECT ACCEPT RATE

CORRECT REJECT RATE

FALSE ACCEPT RATE (FAR)

FALSE REJECT RATE (FRR)
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veri cation,  rstly because a greater number of com-
parisons has to be performed and secondly because
the overall error probability increases as the number
of comparisons grows [18].
Conventional techniques from pattern classi cation

can be adopted for BISs. ConsiderP′ to be the template
corresponding to an enrolled user and P the feature
vector extracted from an user accessing the system.
A simple hypothesis test let analyze the two possible
situations [7]:

H0 : P = P′; the user is genuine;

H1 : P �= P′; the user is an impostor:

The false accept rate (FAR) is the probability of
accepting the null hypothesis when an impostor is on
the system. The false reject rate (FRR) is the probabil-
ity of accepting the alternate hypothesis when a gen-
uine user is on the system. Its complementary to one
is the correct accept rate (CAR), i.e., accepting the
null hypothesis when a genuine user is on the system.
Fig. 4 shows that both parameters are closely related,
as it is well known from conventional detection the-
ory. For a particular BIS, the receiver operating char-
acteristic curve (ROC) describes the tradeo8s that can
be achieved between CAR and FAR (an example of
an ROC curve is shown in Fig. 5).
In this paper, we provide the reader with a sight-

seeing tour of BISs and their potential applications.
We will follow a top–bottom approach, starting with
a study of the requirements that BIS are expected to
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Fig. 5. ROC curve for a biometric system.

meet in order to be used in real applications. We will
then review the main biometric technologies as of to-
day, as well as their combined use (multi-biometrics).
We also provide links to manufacturers and interest
groups as well as an extensive list of references.

2. BISs requirements

The acceptance of a BIS depends on one hand on
its operational, technical, and manufacturing charac-
teristics and, on the other, on the  nal application and
its  nancial possibilities. In this section, we provide a
set of criteria that allow to characterize di8erent BISs
and how they  t a speci c application domain:

• Reliability—Presenting a correct password in a
password-based authentication system always re-
sults in the acceptance of the correct one and in
the rejection of any other. Nevertheless correct au-
thentication cannot be guaranteed by a BIS. This
could be because of sensor noise, limitations of
the processing methods, and, more importantly,
the variability in both the biometric feature as well
as its presentation. Furthermore, the accuracy of a
given biometric implementation is sensitive to the
target population. To apply a biometric technology
to a personal identi cation application success-
fully, it is important to understand and evaluate the
technology in the context of the target application
and the target population [72]. Reliability issues
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are specially critical for large-scale biometric sys-
tems, where an otherwise excellent accuracy may
become clearly insuOcient.

• Ease of use—There is a practical tradeo8 between
the complexity of use and the security level to be
assured. In order for a BIS system to become prac-
tical the diOculty of using and learning how to use
(training) the system must explicitly be addressed
in the context of the target application and poten-
tial users (see user acceptance below). Note that
even in the unlikely case that users are willing to
accept a diOcult system it might not be acceptable
for the particular application.

• User acceptance—This will be mainly determined
by the BIS obtrusiveness and intrusiveness, which
are subjective to the user. Most usually users will
not accept cumbersome systems, and they will con-
sider as such any one that is diOcult to be used.
However, for high security applications, a BIS be-
ing complicated to use (and even cumbersome)
may not be an obstacle, and even might be wel-
come as it provides a feeling of higher security.
The former is closely connected to the ease of use
characteristic of the system since any system that
is cumbersome to be used will be avoided by most
users. Intrusiveness is related to privacy concerns.
Despite its obvious strengths, there are a few neg-
ative preconceptions about biometrics [66] that of-
ten result in the following question: Will biometrics
data be used to track people, secretly violating their
right to privacy? Biometric technology can prevent
this from happening, at least as much as any other
identi cation technique. Most biometric technolo-
gies work as a one-direction road as can be seen in
the following example: Let us suppose the case of
iris identi cation. When an iris image is captured,
features are extracted from it to create a feature
vector, which is compared with the corresponding
feature vector stored in the database. It is possible
to obtain that feature vector from the raw image,
but it is impossible (but for random coincidences)
to recreate an iris image from the feature vector.
Thus, it is not the iris’ image what is used for iden-
ti cation purposes, but a numerical code extracted
from it. Besides, encryption techniques may (and
indeed must) be used for the transmission of bio-
metric data, so that it is not possible to capture the
“biometric code”. Such a privacy protection is by

far much more advanced and restrictive than what
traditional identi cation techniques (cards, token,
passwords, etc.) can o8er.

• Ease of implementation—To foster improvements
and encourage widespread deployment, biometric
technology needs to be made easily accessible for
system integration and implementation. Harnessing
and integrating biometric technology is not easy in
its present form; one of the reasons is the lack of
industry-wide standards [71]. As the pressure to de-
liver inexpensive authentication services mounts,
and as geographically mobile individuals increas-
ingly need to establish their identity as strangers in
remote communities, the problem of reliable per-
sonal identi cation becomes more and more dif-
 cult. To catapult biometric technology into the
mainstream identi cation market, it is important
to encourage its evaluation in realistic contexts, to
facilitate its integration into end-to-end solutions,
and to encourage innovation and development of
inexpensive and user-friendly implementations.

• Cost—Eventhough BISs have developed into very
cost e8ective business solutions, there are a num-
ber of issues to consider when estimating the total
cost to deploy such a system. These issues might
involve equipment, installation and training costs.
Software and system maintenance and operation
costs should also be added to the tab. Given the
increasing availability of inexpensive processing
power and mass-scale production of inexpensive
sensors, it will become possible to make biomet-
rics accessible to new personal identi cation appli-
cation in the near future.

In Table 1, we show the more common biometric
technologies and their performance in terms of these
practical issues, classi ed in broad terms.

3. A general BIS model

A general description of a BIS is necessary for
better understanding biometric identi cation technolo-
gies, and for comparing apparently disparate systems.
Although many generalized models can be proposed
[32,60,50,31], a truly general model is desirable, rather
than making taxonomies or dividing systems into
di8erent stages. Such a model has been proposed by
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Table 1
Characteristics of the most important biometric technologies

Biometric type Accuracy Ease of use User acceptance Ease of implementation Cost

Fingerprint High Medium Low High Medium
Hand geometry Medium High Medium Medium High
Voice Medium High High High Low
Retina High Low Low Low Medium
Iris Medium Medium Medium Medium High
Signature Medium Medium High Low Medium
Face Low High High Medium Low
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Fig. 6. Generalized model for a biometric system.

James L. Wayman, showing a system diagram with
 ve di8erent subsystems which can be considered
independent at  rst sight [70] (see Fig. 6). A detailed
explanation of each subsystem follows:

• The data collection subsystem. This subsystem is
responsible for capturing the biometric feature to
be analyzed. The biometric characteristic must be
discriminant and stable over time. For data col-
lection, the biometric feature is presented to the
sensor. Most often, a predetermined presentation is
expected (for example, placing the  ngertip over
the sensor with moderate pressure). The degree of
cooperation required from the user, and the envi-
ronment at which data collection will take place,

must be taken into account when designing a BIS
in order to introduce as least variation as possible
in the data collection step [74].

• The transmission subsystem. In many cases, bio-
metric data collection and processing are held at
di8erent locations. Therefore, some kind of trans-
mission is required. Furthermore, data compression
may be required to minimize transmission band-
width. We can think of several di8erent scenarios
concerning data transmission:
◦ Data are collected at a certain location, and
transmitted to another where processing will
be held (feature extraction, storage, deci-
sion, etc.). Compression standards exist for
 ngerprints, facial imaging, speech, etc. [70].
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◦ Data collection and feature extraction are per-
formed at a certain location, and storage and
decision are carried out at another. In this case,
data compression is unlike to be needed.

• The signal processing subsystem. This subsystem
converts the original data (or maybe the degraded
data after compression and expansion) into a fea-
ture vector, trying to preserve all the discriminant
information which could be used to distinguish two
di8erent individuals, and removing all redundant
information. The objective of feature extraction is
to create a compact representation of the biometric
information suitable for the pattern matching mod-
ule, which compares the extracted feature vector
to some number of stored feature vectors, one by
one, resulting in a numerical measure that quanti-
 es the degree of similarity between the compared
patterns. As we can see in Fig. 7, distance distribu-
tions of genuine and impostor users are analyzed
yielding a decision criterion.
Feature extraction and pattern matching is the core
of all biometric technologies, and these processes
are designed to achieve as much separability as
possible between genuine and impostor distance
distributions, thus allowing lower error rates.

• The storage subsystem, containing the templates
corresponding to every user enrolled in the sys-
tem. This database may be centralized or somehow
distributed.

• The decision subsystem. The numerical values ob-
tained from the comparison of the feature vector
with stored templates are the inputs to this sub-
system, which must apply some strategy to decide
whether the user is enrolled in the database. The
decision process can be as simple as comparing the
distance with a threshold (the value of which is cal-
culated to satisfy some sort of objective criterion).
Actions derived from a match or nonmatch will de-
pend on the purpose of the identi cation system,
and may vary from granting access to restricted ar-
eas or resources in the case of a match, to repeating
the whole process in the case of a nonmatch.

An important element for the adoption of biometric
technologies is to establish the performance of indi-
vidual biometric modalities and overall systems in a
credible, objective and standard way [54,63,34]. In
particular, the following issues should be considered:

• What should the evaluation and testing methodol-
ogy be? It is necessary, for performance as-
sessments to be reliable, that a testing protocol is
carefully planned and conducted. It is essential that
BISs are tested on biometric signatures not pre-
viously seen by the system (otherwise the system
would only prove its ability to tune to a particular
data set).
In general, for an evaluation to be accepted by
the biometric community, the details of the eval-
uation procedure must be known, as well as the
evaluation protocol, performance results, and rep-
resentative examples of the data set [54]. This way,
information about testing should allow anyone to
repeat the evaluation. It is also important that the
evaluation itself is not too easy or too hard, so that
the results are useful for comparison and evalua-
tion of a system abilities or weaknesses.
For most important biometric technologies, there
are public open competitions which are probably
the best biometric technology evaluations. In these
competitions, several biometric identi cation sys-
tems are tested and compared using a common data
set and a well-de ned testing procedure. A good
example of these competitions is the face recogni-
tion technology (FERET) evaluation. These tests,
which  rst took place in August 1994, make use
of the FERET database (whose collection began in
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1993 and has been growing ever since) a  xed test-
ing procedure, and have become a de facto stan-
dard for comparison between di8erent technologies
for face recognition from still images [52]. Other
relevant competitions include the National Insti-
tute of Standards and Technology (NIST) speaker
recognition evaluations, or the  ngerprint veri ca-
tion competition (FVC) [45].

• What is the inRuence of the data set used for test-
ing the system? Open competitions use a common
database, as it is the case of the FERET evaluation
which makes use of the FERET database. This way,
comparison between di8erent systems is straight-
forward, as their abilities are measured identically.
However, one cannot dictate researchers and ven-
dors to use a single database, and di8erent data sets
will lead to di8erent results. So, how can we com-
pare di8erent systems if they have been tested on
di8erent data sets? Measures to characterize a test-
ing data set may help [7], in order to give a measure
of its di9culty.

• For large-scale systems, how can the accuracy be
predicted? Let us suppose a BIS whose accuracy
requirements are really high, for example, a FAR
rate lower than 10−9. Let us suppose also that we
design and implement a system and want to test
it to  nd out if it is accurate enough. Then, for
the results to be statistically consistent, let us say
that the system must be tested until at least 100 er-
rors occur. In this case, we need 1011 comparisons
between the biometric representations of di8erent
people. It is obviously very diOcult to collect suf-
 cient data for that huge number of comparisons.
Then, if we cannot use experimentation for assess-
ing the accuracy of the system, prediction has to be
applied. Taken a suOcient number of comparisons,
the impostors and genuine users distributions can
be estimated, and then error rates can be predicted
for a given threshold. This method is used for pre-
dicting the accuracy of an iris recognition system,
as can be seen in [17].

4. Biometric technologies

4.1. Iris identi<cation

Human iris is an extremely valuable source of bio-
metric information, as it is a very complex structure

unique to an individual [1]. The visual appearance
of the iris is a result of its layered structure [75],
being the general structure genetically determined.
However, the particular details are critically depen-
dent on circumstances as the initial conditions in the
embryonic precursor to the iris. Thus, two di8erent
iris are extremely unlike to be equal, even in the
case of genetically identical twins, or clones [20].
Several iris recognition systems have been devel-
oped, which exploit the complexity and stability over
time of iris patterns and claim to be highly accurate
[17,75,48].
Data collection is critical an iris recognition system,

since it is not easy to obtain a valid image of such
a small region with limited user cooperation. If the
user will only be asked to stand in front of the system,
arti cial vision techniques such as the use of stereo
cameras may be used to  rst locate the position of the
eye and then capture an image of the region of interest
by means of a CCD camera [48]. The complexity of
the acquisition can be reduced if the user is asked to
place his eye in front of the camera. In this case, some
feedback will be needed to help the user to position
appropriately [75,17].
Preprocessing follows data collection in order to lo-

cate the region of the image corresponding to the iris.
In the image, the iris forms a ring, outside the pupil
and inside the sclera. In some cases, the iris might be
partially occluded by the eyelids and eyelashes. Thus,
determining the iris contours is not a trivial task, and
several approaches have been applied. The most ro-
bust ones consist of operators acting as edge detectors
applied along predetermined paths (i.e., circles for the
inner and outer boundaries and arcs for the eyelids)
based on contour integrals [19] or Hough transforms
[75]. Fig. 8 shows an image of the region of interest
with the located iris.
The preprocessing also includes a registration step

in order to translate the portion of the image corre-
sponding to the iris into a normalized form.
Once preprocessing has been carried out feature ex-

traction can be performed, aiming to represent all the
valuable and discriminant information present in the
image in a compact form suitable for further com-
parison using a similarity metric. The uniqueness of
each iris is based on details present at di8erent scales.
Thus, it is desirable to perform an analysis capable of
including information at di8erent levels of detail.
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Fig. 8. Human iris located from the region of interest image.

The system proposed by J. Daugman [17] has
gained a certain commercial relevance and, due to
its technical interest, will be described here so as
to provide a comparison reference with other sys-
tems. Preprocessing consists of the application of
pseudo-polar coordinates (taking into account that
the inner and outer circular boundaries may not be
completely concentric) and standardizing the radial
size of the iris (so that possible dilation of the pupil
does not a8ect the system) [19]. As for feature ex-
traction, 2D Gabor wavelets [26] are used to perform
a multiscale analysis of the iris [17,16,15]. A set of
quadrature pair frequency-selective  lters are used to
analyze regions of the image at di8erent scales. These
 lters obtain information about local phase, which is
coded with two bits attending to the sign of the real
and imaginary parts:

h{Re; Im} = sgn{Re; Im}

∫
�

∫
�
I(�; �)

×’(�; �; �0; 
0; !; �; ) d� d�; (1)

where h{Re; Im} is the pair of bits whose value de-
pend on the 2D integral; I(�; �) is the iris image in
the pseudo-polar coordinate system (which is size-
and translation-invariant); ’ is the Gabor wavelet; �
and  are the multiscale 2D wavelet parameters; !
is wavelet frequency; and (�0; 
0) represent the po-
lar coordinates for which the phasor signs h{Re; Im} are
computed. In this way, 2048 phase bits are obtained
to form a 256-byte code, which represents each iris
and is called IrisCode. The similarity metric is based

on a test of statistical independence, which is imple-
mented by applying an XOR (exclusive OR) opera-
tor between the 256-byte code obtained and the stored
template. The norm (‖ ‖) of the resultant bit vector is
then normalized in order to compute a hamming dis-
tance (HD) where 0 would represent a perfect match.
The bit vectors are masked to avoid artifacts at some
regions of the iris from a8ecting the iris comparisons.
The proposed HD turns out to be

HD =
‖(codeA⊗ codeB) ∩mask A ∩mask B‖

‖mask A ∩mask B‖ : (2)

Using this similarity metric a low HD value is ex-
pected when two images of the same iris are com-
pared. When two di8erent irises are compared, the
similarity will be approximately HD=0:5, because any
given bit in the IrisCode is equally likely to be 1 or 0,
and di8erent irises will be uncorrelated. This compar-
ison method also presents the advantage of being ex-
tremely fast to compute, which is an important feature
when many comparisons need to be performed. The
threshold is set so as to obtain FAR = FRR. Genuine
users’ and imposters’ distributions are approximated
experimentally by binomial distributions [17,18]. The
achieved FAR=FRR turns out to be 1 out 1.2 million.
The other iris identi cation systems found in the

literature are based on similar strategies. We will dis-
cuss them brieRy:

• Wildes proposed a system which is also based on
a multiscale analysis [75]. After locating the iris
using a procedure somehow more elaborated and
robust than Daugman’s, feature extraction is based
on an isotropic bandpass decomposition derived
from the application of Laplacian of Gaussian  l-
ters to the image data. Matching the obtained and
the stored iris representations is based on normal-
ized correlation (NC) between both representa-
tions. Let p1[i; j] and p2[i; j] be the two image
arrays of size n× m, and let �1; �2 and �1; �2 be
their means and standard deviations, respectively.
Then, the normalized correlation between p1 and
p2 can be de ned as

NC =

∑n
i=1

∑m
j=1(p1[i; j]− �1)(p2[i; j]− �2)

nm�1�2
:

(3)
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The Laplacian pyramid representations instantiate
four spatial frequency bands, so four scores are ob-
tained, each accounting for the goodness of match
at each frequency band. Finally, it is necessary to
combine these four opinions into a single  nal deci-
sion. In an opinion fusion scenario, Wildes chooses
to use a Fisher’s linear discriminant, applying a
threshold afterwards [75]. Note that combining the
four scores is a problem closely related to those
discussed in Section 4.5.

• The system proposed by Boles and Boashash [6]
employs a di8erent approach. To represent the dis-
criminant information present in the iris, concen-
tric circles are drawn (after normalization of the
iris diameter) and one-dimensional signals are ob-
tained from the corresponding section. These cir-
cular sections are then analyzed using a dyadic
wavelet transform from which a zero-crossing rep-
resentation is generated next. Finally, the match-
ing algorithm is based on two di8erent similarity
functions that compare the zero-crossing represen-
tations.

• In their system, Lim et al. locate the iris region
and map it into a rectangular image of  xed size
[43]. Feature extraction is performed using Haar
wavelets, which are applied four times in order to
obtain several sub-images. The feature vector is
composed of 84 features from the sub-image of the
high-pass  lter of the fourth transform and each
average value from the three remaining high-pass
 lter sub-images. In this way, the dimension of the
resulting vector is 87, each value is quantized into
a binary value so that the iris image is  nally repre-
sented by 87 bits. Matching and decision stages are
performed using a LVQ neural network which, af-
ter a training phase, compares two representations
and decides whether they correspond to the same
or di8erent irises.

• Other methods proposed for iris identi cation in-
clude the analysis of iris patterns and colors [23]
or the use of other types of 2D wavelet transforms
[77] after a normalization step very similar to that
reported in [43].

As we have shown above, a number of algorithms
have been developed for iris identi cation. Because
of the multiscale nature of the relevant information
present in an iris image, all of them apply multiscale

feature extraction methods. Approaches for matching
and decision making are heterogeneous but all of
them deliver excellent results. However, the major
drawback concerning iris recognition is the diOculty
of acquiring an acceptable iris image with no need of a
cumbersome user cooperation. This problem prevents
iris recognition from gaining much more relevance in
widespread commercial applications, despite its high
accuracy.

4.2. Fingerprint identi<cation

Fingerprint identi cation is probably the best-
known biometric technique, because of its widespread
application in forensic sciences and law enforcement
scenarios. It was in 1893 when the Home Ministry
OOce, UK,  rst accepted that no two individuals have
the same  ngerprints [35]. Since then, the suitabil-
ity of  ngerprints as a biometric source capable for
identifying people has been thoroughly studied and
proved [51] even in the case of genetically identical
twins [38].
Fingerprints have a pattern composed of ridges and

valleys that is unique to each individual (even more,
it is unique to each  nger), and keeps stable along the
entire life. For  ngerprint identi cation, data acquisi-
tion is carried out by placing the  nger over a scan-
ning device. The most popular technology to obtain a
live-scan  ngerprint (the  ngerprint image could also
be captured from the impression of an inked  nger
on a paper, but it is not feasible in the context of
an automatic identity authentication system) is based
on optical frustrated total internal reRection (FTIR)
concept [30]. Other live-scan imaging methods are
based on ultrasound total internal reRection, sensing
of di8erential capacitance, noncontact 3D scanning,
etc. A scanned  ngerprint image can be seen in
Fig. 9.
The signal processing block of a  ngerprint iden-

ti cation system aims, as in the general model for a
BIS stated in Section 3, to convert the acquired bio-
metric information into a compact representation that
highlights the uniqueness of each pattern, being at the
same time invariant to other changes that are not of
interest. So the question is: Which representation can
capture the invariant and discriminatory information
on a  ngerprint image? Most  ngerprint identi cation
systems rely on the hypothesis that the uniqueness of
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Fig. 9. A typical  ngerprint image used for identi cation.

 ngerprints is captured by the local ridge structures
and their spatial distributions. Although about one
hundred and  fty di8erent types of local ridge struc-
tures have been identi ed [42], typically the two most
prominent structures are used: ridge endings and ridge
bifurcations. These two structures are background–
foreground duals of each other and pressure variations
could convert one type of structure into the other, so
most schemes do not distinguish between them, call-
ing them collectively minutiae [33]. Fig. 10 shows ex-
amples of ridge endings and ridge bifurcations.
Because, as stated before, most  ngerprint identi-

 cation systems represent the uniqueness of a  nger-
print by means of its minutiae pattern, we will now
describe the system proposed by Jain [33], because it
is a complete and well documented system which is
very suitable for explanation and further comparison
with other systems proposed in the literature. Starting
from the  ngerprint image this system  rst determines
the positions of the minutiae, which is not a trivial task
at all. A method was developed consisting of several

steps that we will now describe brieRy:

(1) First, an orientation  eld is estimated. This
 eld represents the orientation of the ridges and
valleys at each region of the image, and it is
estimated taking into account the vertical and
horizontal gradients along all pixels in the image
(which has been previously divided into blocks,
so that the consistency of the orientation  eld in
the local neighborhood can be computed).

(2) Then, and after the region of interest has been
delimited, the ridges are extracted and thinned.

(3) At this point, minutiae points can be easily found.
For each minutiae point, its position is stored, as
well as the orientation  eld in this point and a
segment of the associated ridge.

Once the minutiae points have been found, a match-
ing strategy has to be developed. As the minutiae
representation scheme does not take into account the
possible variability between several  ngerprint images
from the same  nger, 1 this problem has to be dealt
with in matching stage. Factors that may cause two
representations to be di8erent, even though they come
from the same individual, include possible rotations,
nonlinear deformations caused by the pressure of the
 nger upon the sensor and the inherent imprecise na-
ture of the extraction minutiae procedure. Therefore,
the matching procedure must be based on a somehow
“elastic” comparison between both point (minutiae)
patterns. Jain’s system uses a matching strategy that
is divided into two stages:

(1) As the alignment of point patterns is generally
a hard task, specially in the presence of noise
and deformations, the ridges associated to each
minutiae point are used, so that using these cor-
responding curve segments makes the problem
easier and the results more robust.

(2) In a perfect alignment, each pair of the corre-
sponding points would be coincident. However,
this does not happen in practice (it must also be
taken into account that the alignment algorithm

1 On the contrary, feature extraction schemes employed for iris
identi cation (see Section 4.1) were invariant to possible changes
in size and position of the iris, and tried to minimize the e8ects
of other possible sources of variability, such as reRections or
illumination variations.
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Fig. 10. Ridge ending and ridge bifurcation.

does not model nonlinear deformations, which
are an inherent property of  ngerprints). There-
fore, and elastic algorithm is used which  rst rep-
resents the minutiae patterns as a string and then
matches the string using a dynamic programming
algorithm to  nally obtain a matching score.

A number of similar approaches can be found in the
literature [12,64,58] (the system proposed in [64] adds
the use of the pores structure present in the  ngerprint
for the representation scheme). Often a preprocessing
step attempts to enhance the  ngerprint image to en-
sure robustness, as the quality of the images may vary
signi cantly.
Even though most of the work found in the literature

concerning  ngerprint identi cation is based on minu-
tiae determination and analysis, di8erent approaches
have been employed. In fact some authors consider
that traditional (minutiae-based)  ngerprint identi -
cation systems su8er from several major drawbacks.
First, it is very diOcult to extract complete ridge
structures automatically for a considerable fraction of
the population, which obviously prevents  ngerprint
recognition from getting a generalized commercial
use. Besides, it is a diOcult problem to match two  n-
gerprint representations when they contain a di8erent
number of minutiae points [37]. These shortcomings
make it a desirable goal to develop new strategies
that allow  ngerprint recognition gain a much wider
use. In his work, Coetzee proposed an approach
not making use of any feature, but performing a
correlation in the frequency domain of the whole
binarized  ngerprint image [14]. Somehow in this
direction Prabhakar’s work is really interesting [57],
using a texture-based approach that is radically dif-
ferent to traditional minutiae-based approaches, in
order to capture both the local and the global infor-
mation present in a  ngerprint image as a compact

representation. To this extent, the method  rst lo-
cates a unique reference point within the image using
its orientation  eld. Next, a bank of Gabor  lters is
applied using eight di8erent orientations (which are
necessary to completely capture the local ridge char-
acteristics in a  ngerprint [36]). To make up a feature
vector, a circular region of interest is de ned around
the reference point and divided into 80 sectors (Fig.
11). Each feature value is the average absolute devia-
tion from the mean of each sector Si of Fi
(x; y), the
image  ltered in direction 
:

Vi
 =
1
ni

(∑
ni

|Fi
(x; y)− Pi
|
)
; (4)

where ni is the number of pixels in sector Si and Pi
 is
the mean of pixel values of Fi
(x; y) in that sector. In
this way, a feature vector with dimension 640 is ob-
tained, which will be called FingerCode. 2 Matching
stage is performed by comparing two FingerCodes us-
ing the Euclidean distance. The feature vector is trans-
lation invariant (as it is referred to a reference point)
but it is not rotation invariant. This problem is solved
by cyclically rotating the features in the FingerCode.
This section has presented the fundamentals of  n-

gerprint identi cation technologies. Minutiae-based
approaches, which have been analyzed at a certain
level of detail, have reached a high level of re nement
but su8er from their serious inherent problems. This
is why texture-based approaches have lately gained
more interest, and may thus become a promising area
of research capable of surpassing today’s technology
limitations.

2 Note that this nomenclature is directly inspired by Daugman’s
IrisCode (see Section 4.1), as this system can be considered as
the application of that strategy for  ngerprints.
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Fig. 11. Fingerprint region of interest divided in sectors for further
analysis.

4.3. Face recognition

We humans have an inherent ability to recognize
human faces. So, it would seem natural for us that
computers recognized our faces as well. This is the
main advantage of automatic face recognition: it is
a user-friendly method for automatic recognition be-
cause it seems natural to us. The use of face recog-
nition includes many applications such as access to
secure areas, video surveillance, law enforcement ap-
plications, etc. So, as the applications are very hetero-
geneous, the technical requirements are very diverse
too, and a number of di8erent techniques for face
recognition have been developed. Besides, the way
humans recognize each other has been studied thor-
oughly, yielding conclusions which might be useful
for the design of automatic face recognizing systems
[13]. Face recognition can be made from still images,
video sequences, stereo, range images, etc. We will
focus in this paper on recognizing people from 2D

images, for this is probably the most important  eld
in scienti c research as well as for commercial appli-
cations. We will now explain the foundations of the
most popular methods used to recognize faces.
One of the earliest works in computer recognition

of faces was reported by Bledsoe [8]. In this work,
a number of points were located on the face. Then,
given a set of feature point distances of an unknown
person, nearest neighbor or other classi cation meth-
ods were employed for identifying the person. Similar
approaches were applied in a number of studies after-
wards, using di8erent methods to characterize the face
in terms of distances and angles between points such
as eye corners, mouth extremities, etc.
Much more recent is the use of statistical ap-

proaches for face recognition. Turk and Pentland [68]
used the Karhunen–Loeve (KL) expansion to obtain
a set of eigenvectors known as eigenfaces. Then, any
image can be represented using a weighted combi-
nation of eigenfaces. The weights are obtained by
projecting the image into eigenface components using
an inner product operation. The identi cation of the
image is done by locating the image in the database
whose weights are the closest (in Euclidean distance)
to the weights of the test image. 3 It is important to
remark that variations in the type of distance used can
a8ect greatly the system’s performance [55]. Regis-
tration of the position and size of the face is needed to
achieve robustness with respect to image acquisition,
as carried out for example in [2]. This system applies
the Fourier transform to the standardized image and
uses the resulting Fourier spectrum instead of the
spatial data for the KL expansion.
Support vector machines are used in [53]. As face

recognition is a K class problem, where K is the num-
ber of known individuals, and SVMs are a binary
classi cation method, the face recognition problem is
reformulated as a two class problem, the classes be-
ing dissimilarities between faces of the same person,
and dissimilarities between faces of di8erent people.
The facial image can be represented as a vector of

3 For veri cation, a threshold can be applied given the Euclidean
distance between the test and reference eigenface-based represen-
tation, deciding the face belongs to a genuine user if the distance
is below it. However, most of the e8ort done in face recognition
has focused on identi cation rather than veri cation. This is why
the di8erent techniques are explained in an identi cation context.
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dimension N , as the original pixel vectorized, metric
features or the face expressed as a combination of
eigenfaces.
The use of neural networks for face recognition de-

serves indeed plenty of attention. A number of systems
use neural networks not only for face recognition, but
also for gender classi cation and classi cation of fa-
cial expressions. A good review on such systems can
be found in [13]. The use of neural networks is an al-
ternative to the use of other classi ers once a feature
vector has been obtained. Other neural architectures
have also been used for face recognition, as HyperBF
networks [10].
Many other feature extraction and matching tech-

niques have been used for face recognition, from Ga-
bor  ltering to genetic algorithms. An excellent sur-
vey can be found in [13].
We have seen in this section than face recognition

is probably the most user friendly biometric technol-
ogy, because humans are used to recognizing faces.
However, computers do not perform as well as hu-
mans (research has been made about human recogni-
tion of faces, and some systems have been developed
based on these results). Although great progress has
been made and continues to, the time has not come
when computers easily recognize us from our faces.

4.4. Other BISs

Fingerprint recognition is probably the best-known
biometric technology, and it is currently employed in a
number of real-world applications. Face recognition is
also a very popular biometric technique, as it seems to
be the most user-friendly, although it does not reach,
at the moment, a high degree of accuracy. Iris recogni-
tion, although not being quite popular, is probably the
most accurate biometric technology developed so far.
However, biometric recognition does not stop here.
There are many more biometric technologies in use to-
day which deserve attention. We shall now introduce
some of them:

• Voice recognition—Working alone or together
with face recognition, voice recognition is a quite
common biometric technology. A good introduc-
tion to the  eld of speaker veri cation can be
found in [25]. Speaker veri cation technologies
can be divided into two major categories [5]:

(1) Text-dependent applications, where the sys-
tem associates a sentence, possibly di8er-
ent, to each client. One particular case of
text-dependent speaker veri cation is known
as text prompted, where the systems prompts
the potential client with a sentence, which
could be di8erent for each access. The main
methods used for text-dependent speaker ver-
i cation are dynamic time warping, which
consists on representing the speech utterance
by a sequence of acoustic vectors and then
compute the distance between the access utter-
ance and the client utterance, using a dynamic
programming method to compare sequences of
di8erent sizes, and the use of hidden markov
models (HMMs).

(2) Text-independent applications, where the
client is not requested to say the same sentence
during each access. Thus, the only information
used by the system are the acoustic character-
istics of the client. The most common methods
for text-independent speaker veri cation are
vector quantization, sphericity distance, and
Gaussian mixture models [5].

• Hand geometry—This biometric technique is
based on the fact that virtually every person’s hand
is uniquely shaped, and this shape does not signif-
icantly change after a certain age. Hand geometry
biometric techniques usually represent the hand
geometry in terms of features comprising the
lengths of the  ngers, their widths and widths of
the palm at various locations [39].

• Retina recognition—A retina-based BIS analyzes
the layer of blood vessels situated at the back of the
eye. Although it is considered as a highly accurate
technology, its being intrusive is a major drawback
for this kind of biometric technique. For capturing
the retina patterns, an infrared light source is used,
and then the pattern is analyzed for characteristic
points which form the discriminant information.

• Signature veri cation—This biometric has a long
history, and has a wide current usage in docu-
ment authentication and transaction authorization
[59]. There is a natural division between on-line
and o8-line recognition. O8-line recognition re-
quires that signatures are scanned from paper
documents and then analyzed, whereas on-line
recognition uses devices that capture the dynamic
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information as the signature is being written (pen
tip location through time, and even pen angle and
contact pressure) [47,21]. Because of the special
hardware for an on-line signature recognition,
it seems unlikely that it will spread beyond the
domains where it is already used.

• Other biometric identi cation technologies include
keystroke recognition, palm-print features [29] or
ear recognition [11].

4.5. Multimodal BISs

As no single biometric feature seems to be able to
provide as much accuracy and reliability as needed in
some contexts, multimodal biometric systems (also re-
ferred to as multibiometrics systems) are emerging as
a possible alternative strategy. We can de ne a mul-
timodal biometric system as one using more than one
di8erent biometric characteristics to identify a person.
For example, voice and face recognition can be com-
bined to form a multimodal biometric system [24]. It
is probably necessary to extend this de nition by in-
cluding also those biometric systems that use several
methods based upon the same biometric source.
The term multibiometrics is closely related to the

 eld of information fusion, which has been thoroughly
studied specially in decision theory. There are many
and very heterogeneous ways to combine informa-
tion in multibiometrics, and several taxonomies have
been proposed [61,62]. The latter is very suitable to
provide an overview on multibiometric systems, and
states four di8erent ways for combining information:

• Sensor data level fusion. In this case, the raw data
from sensors are combined [28]. It is necessary that
the data be commensurate, that is, having a com-
mon measure. There are two main methods used for
sensor data fusion: weighted summation (for ex-
ample, combining data from various microphones
to reduce the e8ects of noise) and mosaic construc-
tion (for example, to create one image out of im-
ages from several cameras, each camera observing
a di8erent part of the same object).

• Feature level fusion. This means that the represen-
tations obtained from data from di8erent sensors
(or from the same sensor but using di8erent fea-
ture extraction techniques) are combined. Again,
the combination can be carried out by weighted

summation (if the features are commensurate) or
by means of a simple vector concatenation if the
features are not commensurate.

• Decision level fusion. In this case, we can con-
sider di8erent biometric systems as independent
units, each one making a decision about the
authenticity of the user. Then, a supervisor will
combine the decisions to yield a  nal decision.
Typical ways for combining decisions are ma-
jority voting, combination of ranked lists or the
use of the AND & OR operators. More sophis-
ticated methods taken from decision theory and
based on Bayes or Neyman–Pearson theory, even
with quality information about the decisions [67]
could also be applied; they are designed to get the
maximum performance with a minimum informa-
tion exchange needed between the sensors and the
controller, provided they are located physically
distant.

• Opinion fusion. If information exchange is not an
issue, the di8erent (experts) systems used for de-
cision fusion may not provide a hard decision, but
rather an opinion, either in numerical or linguistic
format; then the controller should combine these
opinions. In this case, since the amount of infor-
mation gathered is higher, performance is expected
to be higher too. The opinions can be the similar-
ity or dissimilarity scores usually obtained in most
biometric systems, and can be forced to be com-
mensurated by mapping them to the [0; 1] inter-
val. Typical methods for combining opinions are
weighted summation or product, or the use of a
postclassi er.

A good review on the art of combining classi ers
can be found in [40]. For biometric identi cation pur-
poses, Daugman, in [18], illustrates the limitations of
a simple approach to decision level fusion in multibio-
metrics systems, based on the use of the AND & OR
operators. In terms of FAR and FRR, this scheme is
only able to enhance one of the parameters while wors-
ening the other. Therefore, more complex schemes
have been proposed for multimodal biometric systems.
Most of them are based on the idea of opinion fusion.
The combination of three biometric modalities

(face,  ngerprint and hand geometry) studied by Ross
et al. [61] illustrates an opinion fusion approach to the
problem of information fusion in biometrics. Given
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three matching scores obtained from the three di8er-
ent biometric systems mentioned above, the problem
is to develop a fusion scheme to reach an overall de-
cision. As the three biometric systems are complete
and independent on their own, it is quite clear that
only opinion fusion or decision fusion can be applied
in this case. Opinion fusion is expected to yield better
results as it uses a greater amount of information.
Ross et al. propose and experiment with three di8er-
ent fusion schemes: the use of weighted summation
(applying equal weights to all the opinions, so that
the rule is equivalent to an arithmetic mean), decision
trees and a linear discriminant. In their experiments,
the three schemes show better results than using a
single biometric modality, and weighted summation
performs the best. However, it is not clear that this
fusion strategy can be successfully applied to other
multibiometric systems.
Opinion fusion schemes can be much more com-

plicated. Brunelli and Falavigna [9] propose two dif-
ferent methods for combining  ve opinions. Since the
source of the opinions (scores, in the author’s termi-
nology) are fairly di8erent (two speech features and
three image features) a common reference framework
is needed prior to fusion. This framework basically
changes scales and eliminates biases in the opinion
quantities. Then a nonlinear function maps the opin-
ions within the segment [0; 1]. As for the opinion fu-
sion schemes, the  rst one calculates an weighted ge-
ometric average of the scores, the weights of which
are de ned in terms of the dispersion of the opin-
ions; then the acceptance/rejection decision is carried
out by means of a linear classi er as before. The sec-
ond procedure is claimed to integrate the classi ers
in two levels of abstraction (both scores and ranks of
the scores); the fusion is posed as a learning problem
which is solved by means of a HyperBF network [56].
In both cases, results are comparable, and clearly su-
perior than using any of the classi ers alone. How-
ever, no comparative results with other methods are
described.
Another approach is the work of Bigun et al. [22];

here the fusion scheme (the controller as the au-
thors say) is designed within a Bayesian probabilistic
framework; as before opinions from each classi er
(i.e., from each expert) are nonlinearly normalized;
then an overall decision is reached by thresholding the
posterior probability of a correct choice. Results are

compared with a thresholded arithmetic mean of the
opinions of each expert. Results clearly favor the
Bayesian scheme with respect to the mean scheme;
however, no other comparisons are carried out with,
for instance, the previous approach. Other examples
of opinion fusion strategies and complex multibio-
metric schemes can be seen in [76,65,41,69].
As we have shown above, many opinion fusion

strategies have been proposed for multibiometric sys-
tems. Although they have clearly demonstrated that
the use of multiple biometrics yields better results than
using a unique biometric modality, one question still
remains unanswered: Which is the best method for
combining the di8erent experts’ opinions? The search
for this answer has led to very heterogeneous and com-
plex multimodal biometric schemes, where informa-
tion fusion theory has provided an starting point from
which virtually innumerable possibilities arise.

5. A glimpse on the market

Nowadays, the prices of biometric products and
systems are dropping as demand for the technology
grows and a wide variety of vendors enter the mar-
ket [78,79,97–100]. In fact the biometrics industry has
combined forces and agreed on a common platform,
such as The BioAPI Consortium, an industry initia-
tive formed by Compaq Computer Corp., IBM Corp.,
Identicator Technology, Microsoft Corp., Miros Inc.,
and Novell Inc., with the goal of developing an indus-
try standard Biometric API speci cation [79], which
will allow di8erent manufacturers of biometric soft-
ware to interact. A biometric API standard de nes an
open system API that allows software applications to
communicate with a broad range of biometric tech-
nologies in a common way. Additional information
on the Biometric Consortium, the hosting organiza-
tion and an important list of Biometric Vendors and
manufacturers can be found in [101,88,78,84]. In ad-
dition, information on some leading Biometric Com-
panies and products can be found in [85–87,89].
Currently most of these companies are providing

di8erent recognition solutions for face,  ngerprint,
iris, signature, voice, and lip movement. For example,
the Dialog Communication Systems (DCS AG) de-
veloped by BioID [80] is a multimodal identi cation
system that uses three di8erent features—face, voice
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and lip movement—to identify people. The mentioned
technologies have also been addressed by several
companies such as Authentec [81], Veridicom [82]
and In neon [83]. Similarly AcSys Biometrics Corp
[90] leads the biometrics market with its Face Recog-
nition models [91]. AcSys’ list of partners continues
to grow and includes companies and organizations
such as CHUBB PLC, Litton Industries’ PRC Inc.,
and the US State Department, Consular Services
Branch. We can refer also to other competitive
companies like Nexus and Group International Inc.
[93], Graphco Technologies, Inc. G-TECTM [94],
TouchChiPTM develops Biometrics Fingerprint, etc.
[95]. IBG is a biometric industry’s leading consulting
and technology services  rm [92]; IBG also provides
technology-neutral and vendor-independent biometric
services and solutions to  nancial institutions, gov-
ernment agencies, systems integrators, and high-tech
 rms since 1996. IBG leverages real world, hands-on
experience with all biometrics including  ngerprint,
face, and iris systems to successfully evaluate, design,
and deploy access control, IT security, transportation,
smart card, and identi cation systems solutions.
In academia there are some laboratories and re-

search groups that are developing algorithms in or-
der to be used by the companies cited above, such as
the Biometrics Program of the University of South-
ern Carolina (USC) [108], the University of Maryland
(UMD) [109] and the Massachusetts Institute of Tech-
nology (MIT) Media Laboratory [110]. The MIT and
USC algorithms have also become the basis for com-
mercial systems. For example Viisage, a leading face
recognition company [111], uses the eigenface-based
recognition algorithm developed at the MIT Media
Laboratory.
There are some biometric servers that demonstrated

the highest level of accuracy with large databases.
The most important ones are the BioAccess server,
which is an Access Control system that uses Biomet-
rics for authentication [101]; Oss Nakalva provides
support for client-server operation, which is charac-
terized by high reliability, security, scalability, and
performance [103]. Cyber-SIGN is also a licensed
technology that requires integration into a client/server
application and is the technology leader for enterprise
(TCP/IP client/server) [104].
For more details the following pages contain

more information about biometric products, research

groups, and other useful links: [96,102,112–119,
105–107].

6. Conclusions

This paper has provided an overview of the current
state of the art in BISs. Technical details have been
kept moderately low to provide a high-level and com-
parative description of the main BISs currently in use.
Whether or not BISs will be of widespread use in the
near of mid-term future is a matter of discussion, since
many nontechnical aspects are involved: perceived re-
liability, willingness to cooperate with the BISs, etc.
In any case, since technical parameters measuring re-
liability give no room for doubt that BISs are to be
trusted, it is probably a matter of time to see BISs
deployed in more scenarios than today, although not
necessarily for the public use. About multibiometrics,
current proposals show that fusing BISs provides bet-
ter results than the stand-alone use of each; however,
many questions still remain unanswered about how to
choose a particular multibiometric scheme for a spe-
ci c application.
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