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Skew correction of scanned documents is a crucial step for document recognition systems. Due to the
problem of high computational costs of the state-of-the-art methods, we present herein a variation of
a parallelograms covering algorithm. This variation strongly reduces the computational time and works
over noisy documents and documents containing non-textual elements, like: stamps, handwritten com-
ponents and vertical bars. Experimental studies with different databases show that this variation over-
comes well-known techniques, achieving better results over synthetic rotated documents and real
scanned documents.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction

The correction of the skew angle of a scanned document is a
very important step towards automatic document recognition sys-
tems. A skew in a document image can interfere in the whole pos-
terior process, like layout identification and segmentation,
compromising recognition. To solve this problem, several algo-
rithms were developed to estimate the skew angle of a document
image (Cattoni et al., 1998; Hull, 1998).

Methods based on the Hough transform (Le et al., 1994; Min
et al., 1996; Amin and Fisher, 2000; Singh et al., 2008; Hinds
et al., 1990; Pal and Chaudhuri, 1996; Vailaya et al., 2002) convert
the Cartesian coordinates in Polar coordinates and the number of
black pixels is accumulated in a vector. Peaks values in this vector
correspond to straight lines in the image which is probably related
to text lines or lines of tables and forms. These methods are popu-
lar because of its robustness, but generally demands high compu-
tational time and space to find the peak on the Hough Plane. Also,
most techniques were developed to work over printed documents
relying on the fact that a document contains a minimum space of
printed text area. Amin and Fisher (2000) applied Hough transform
to the last line of segmented text blocks and grouped pixels into
connected components to reduce computational cost.
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Another category includes the methods based on projection
profile (Postl, 1986; Li et al., 2007; Nicchiotti and Scagliola, 1999;
Baird, 1987; Ciardiello et al., 1988; Kanai and Bagdanov, 1998) in
which the amount of black pixels in each line is calculated. Skew
detection algorithms based on projection profile assume that most
of the document is composed by text lines and its accuracy gener-
ally decays in the presence of other elements, such as graphics or
noise. Several works were developed aiming to overcome these
problems. Baird’s projection profile based algorithm (Baird, 1987)
uses connected component analysis and creates a projection profile
using a single point to represent each connected component. Ishi-
tani (1993) proposed a skew detection method based on maximum
variance of transition-counts (which can be considered a variation
of a projection analysis approach) to deal with images containing a
mixture of text areas, photographs, figures, charts or tables.

Skew estimation techniques based on cross-correlations (Ava-
nindra, 1997; Gatos et al., 1997; Akiyama and Hagita, 1990; Yan,
1993) estimate the document skew by measuring vertical devia-
tions along the image. Avanindra (1997) selected random small re-
gions of the image to compute the interline cross-correlation of a
document to reduce the time consuming and the influence of
graphics which affects the cross-correlation methods accuracy.

There are also methods based on nearest neighbor clustering
(Lu and Tan, 2003; Smith, 1995; Shivakumara and Kumar, 2006)
which are based on the assumption that characters in a line are
aligned and close to each other. Methods in this category start by
labeling connected black pixels to group them in blocks and, after
that, in larger blocks with similar features. Finally, they try to esti-
mate the skew based on the mutual distance and spatial relation-
ship between the text lines. The effectiveness of this kind of
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analysis is dependent on the quality of the binarization process and
on the degree of noise in the image. Lu et al. (2007) proposed a
technique to estimate the document skew based on the observa-
tion of the white runs that span the interline spacing of the text.
Ávila–Lins algorithm for skew estimation (Ávila and Lins, 2005)
groups neighbors of connected components and draws imaginary
lines following the text lines which are used to detect both skew
angle and landscape/portrait orientation. Saragiotis and Papamar-
kos (2008) filtered the characters in the image based on features
such as density and width to height ratio to avoid including other
components in the analysis and used linear regression to estimate
an imaginary base line for the text lines. The novelty of the work
was the capability to deal with more than one skew angle in a
document.

Most part of the traditional skew estimation techniques has
high computational cost and generally make some restriction
about the document input type, such as need for a minimum text
area. A common problem for the traditional skew estimation meth-
ods is to deal with documents containing complex layouts, multi-
ple font styles and sizes, noise or high amount of non-text regions
such as figures or tables. Variants of traditional methods com-
monly aims at reducing the time complexity of the algorithms or
at selecting the data involved in the computation to avoid interfer-
ence of non-textual components.

It is presented herein a variation of the parallelograms covering
technique for skew estimation proposed by Chou et al. (2007). This
method follows the idea that a document is composed by a combi-
nation of rectangular objects, such as text lines, forms, figures, ta-
bles, etc.; and make no assumptions about the type of input
documents, with no need for a minimum text region area. Chou
et al.’s algorithm constructs parallelograms at various angles to de-
cide the best skew angle. Our proposal improves Chou et al.’s algo-
rithm changing the criterion to evaluate the best angle – now
based on the background area. With this variation it is possible
to effectively reduce the search for the correct skew angle. We also
propose a variation in the method which aims to deal with noisy
images and documents with complex layouts, such as those con-
taining forms, tables and handwritten components.

This paper is organized as follows. Section 2 presents the main
idea of the Chou et al.’s original method; the modifications that we
propose in this method is presented in Section 3. Section 4 shows
an experimental study with synthetic rotated and real scanned
document images, while Section 5 presents some final remarks.

2. Skew angle estimation based on parallelograms

Chou et al. (2007) proposed an algorithm to estimate the skew
angle of documents by constructing parallelograms at various an-
gles and then deciding which one best fits the objects in the image.
This algorithm considers that a document is a combination of rect-
angular objects, such as text lines, forms, figures, tables, etc. The
process starts by drawing parallel lines (called scan lines) at a cer-
tain angle h. A scan line is a row with one pixel width that crosses
Fig. 1. (a) An image with �6� skew angle. (b) Parallelograms
the image at an angle from left to right. These scan lines are verti-
cally divided into fixed size regions (slabs) – see Fig. 1(a).

Dividing the image into slabs also divides the scan lines. These
subdivisions of the scan lines are called sections. Chou et al. used a
slab with 450 pixels width. As expected, in a left-to-right reading,
the rightmost slab can be smaller than the others according to the
width of the image.

In the parallelograms construction phase, each section of the
scan lines is examined by a certain angle. If this section contains
at least one black pixel, it is turned to gray; otherwise, it stays
white. Adjacent gray sections form parallelograms. The scan lines
are skewed at different angles and the size of the region not cov-
ered by parallelograms is evaluated. As exposed in Fig. 1(a)–(c),
when the lines are drawn in the same angle of the document incli-
nation, the white region is larger.

By doing so, the angle which produces the largest white region
is considered as the skew angle of the document. Fig. 1(b) shows
the parallelograms that were constructed with scan lines drawn
at �6�, which is the same angle of the document skew (Fig. 1(a)).
Fig. 1(c) shows the parallelograms with scan lines at 1�. As we
can see, the white region at �6� is larger than at 1�.

Chou et al.’s algorithm performs a full search for skew angles
between�15� and +15�. In general, we expected that digitized doc-
uments have a skew angle around 0�. Also, this approach is vulner-
able to noise and other components, such as large amounts of
vertical bars and handwritten components.

3. Proposed algorithm

We propose modifications in Chou et al.’s original algorithm.
These modifications are related to: how to measure the size of
the region not covered by parallelograms (Section 3.1); how to per-
form an efficient search for the best angle (Section 3.2) and how to
avoid the undesired interference caused by components such as
noise and vertical separators (Section 3.3).

3.1. Analysis of the background area

In Chou et al.’s algorithm, the skew angle of the document is
estimated by calculating the largest white region achieved within
the tested angles. To measure the size of the white region at an an-
gle h, Chou et al. proposed to count the number of white sections at
that angle. However, when the value of the angle increases (in po-
sitive or negative directions), the total number of sections covering
the whole image is also changed; and this is a problem. As illus-
trated in Fig. 2(a), at 0� we have n scan lines, which is also the num-
ber of rows of the image. In Fig. 2(b), the scan lines are rotated and
the total number of scan lines is now equal to n + a, where a is the
number of extra small lines.

Aiming to make a fair evaluation, it is expected that the total
number of sections stays the same for every angle. In other words,
if you have 1000 sections at angle h, for example, you also should
have 1000 sections at all other angles. As shown in Fig. 2(b), an im-
constructed at �6�. (c) Parallelograms constructed at 1�.



Fig. 2. (a) A document with scan lines drawn at 0�. (b) The scan lines drawn at an
angle different from 0�. The total number of scan lines is increased with extra small
lines.
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age portion must be ignored to assure that the total number of scan
lines stays constant. Thus only the lower or the upper part of the
smaller lines (represented by the dashed lines in Fig. 2) should
be considered. This is a problem because the ignored part can con-
tain valuable information to estimate the inclination of the
document.

On the other hand, because of slab division, even setting up the
number of scan lines to a constant (by ignoring the upper or the
lower part), a different number of sections per angle is produced.
This happens because, in the upper and the lower parts of the im-
age, the lines are smaller than the ones in the middle of the docu-
ment. For example, in Fig. 2(a), there are three slabs then the total
number of sections is 3 � n. In Fig. 2(b) the total number is changed
because of the small lines (dashed lines); some sections disappear
and other ones have a small size.

Another problem with Chou et al.’s approach is due to the fact
that the procedure of counting the number of white sections gives
the same weight for sections with different number of pixels. Thus,
small sections which contain only few pixels have the same
‘‘importance” in the analysis as sections with the full slab width.
This happens in the lower (or upper) part of the image and with
the sections in the last slab at the right. Rather than using the num-
ber of white sections, we propose a more efficient alternative to
measure the white region based on its area. We count the number
of white pixels in background (i.e., the number of pixels that is not
covered by parallelograms), instead of counting the number of
white sections. The background in the document is the white pa-
per, not painted with ink.

An efficient way to measure this area avoiding the parallelo-
gram image construction is given by:

if nb then wc ¼ wc þ ss; ð1Þ

where nb means that no black pixel is detected in the current sec-
tion, wc is a counter which stores the number of white pixels and
ss is the size of the section.

This strategy naturally gives a weight to a section proportion-
ally to its size. A benefit of using the background area is that it is
not necessary to care about fixing the total number of sections.
This information is preserved by the total area (number of pixels)
of the document at all angles. Thus, the entire image can be used
to estimate the skew angle and no portion is ignored.
3.2. Reducing the search space

Chou et al.’s algorithm limited their skew angle search within
the interval [�15�,+15�] with no decrease in the accuracy rate as
real scanned documents usually have small skew angles. To
decrease time processing, instead of search through all angles
within �15� and +15�, Chou et al. proposed the following search
strategy:

1. Search for the best skew angle b within [�15�,+15�] with a step
size of 2�;

2. Select the best skew angle c, within the three angles b � 1, b
and b + 1;

3. Finally, search for the best skew angle d within [c � 1,c + 1]
with a step size of 0.1�.

The best skew angle at each step is the one that achieves the
greatest number of white sections (in our approach, the largest
white area) and d is the final estimated skew angle of the
document.

One alternative to speed up the first one of these three steps is
to observe the variation of the white region size at each angle. This
size should increase as the angle of the scan lines becomes closer to
the real skew of the document and should decrease as the angle of
the scan lines gets more distant from the real skew angle. However,
this desired behavior is not observed when the number of white
sections is used as a measure of the white region. On the other
hand, the area of the white region is an option that has the ex-
pected behavior.

In Fig. 3, it is shown the behavior of the white region measured
in the first step of the algorithm – when looking for the b angle
from �15� to +15� with step size of 2�. Fig. 3(a) shows a scanned
document with a skew angle close to 0� (some parts of the docu-
ment are covered for privacy purposes). Fig. 3(b) shows the behav-
ior of the white counter using the number of sections as proposed
by Chou et al. It is possible to see that Chou et al.’s original method
failed because the angles close to 15� and�15� have greater values.
This is caused by the size and by the variation in the number of sec-
tions, as discussed before. Fig. 3(c) shows the behavior of measur-
ing the white region through the area, as it is proposed here. We
can see that, close to 0�, the white counter assumes its greater va-
lue and decreases when the scan lines becomes more distant from
it. Fig. 3(d) shows the curve of measuring the white area of the
same document now skewed with an angle of 7�. We can see that
the peak of the curve occurs exactly at 7�. Thus, the behavior of the
curve can be helpful in early stopping the search for the best skew
angle b. In other words, if we detect that the value of the white
counter is decreasing, we can stop the search for the b angle and
move to the next step. Another point to consider in real cases is
that most of the scanned images have around 0� of skew angle.
So, we propose to start our search evaluating 0� and then watching
the behavior of the curve to continue in the direction that it grows.

B(h) is defined as a measure of the white region (in our case: the
background area). So, we propose a new alternative to speed up the
search for the skew angle as follows:

1. Search for the best skew angle within 0�, 2�, �2�.

if B(0�) > B(�2�) and B(0�) > B(+2�)
then assign 0� to b and move to the next step.
else continue searching for the best skew angle b in the direc-
tion of the largest B(h)(h = 2� or h = �2�) with a step size of 2�.
Stop when B(h) begins to decrease;
2. Select the best skew angle c, within the three angles b � 1, b
and b + 1;

3. Finally, search for the best skew angle d within
[c � 0.6�,c + 0.6�] with a step size of 0.1�.

Using this strategy, it is possible to note a reduction in the search
space for the skew angle b. The best case occurs when B(0�) is larger
than B(�2�) and larger than B(2�), so b is set to 0�. Based on the fact
that most of the document images in real problems has low skew



Fig. 3. (a) A scanned document with an angle close to 0�. Measuring the white region of the document with different skew angles using: (b) the number of white sections as
proposed by Chou et al.; (c) the white area as we propose; and (d) the white area again but after a 7� rotation of the original image.
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angles, the computation time decreases when compared to the ori-
ginal approach. The worst case occurs when b is +15� or �15�. Even
in these cases, the search space for b should be reduced by half in
comparison with the original search described by Chou et al., be-
cause only one path (positive or negative) is explored. The third
step also reduces the search space: we only search for the skew an-
gle from c � 0.6� to c + 0.6� instead of c � 1� to c + 1�. This is done to
avoid redundancy with the previous steps.

Another point to consider is that, in the first and second steps,
the values of B(b) and B(c) should be stored to be reused in the fol-
lowing steps; these values do not need to be recalculated. To avoid
local minimum, we suggest to stop the search for the best skew an-
gle b only when B(h) decreases after two consecutive iterations. It
is also important to mention that, when limiting the first step
(search for b) within [�15�,+15�], the maximum range achieved
is [�17�,+17�]. This is obtained because the second step searches
for b + 1 and b � 1, and the third step searches for c � 1 and
c + 1. If, for example, b = �15� and c = �16�, then d can reach �17�.
3.3. Avoiding the interference of noise and vertical separators

The presented method is vulnerable to images with noise in the
background. This happens because every section that has at least
one black pixel is turned to gray in the construction of the
parallelograms.

This vulnerability can also happen in documents with a large
number of vertical separators (vertical bars), such as tables or
forms. It is important to mention that the original idea of Chou
et al. of using slabs was designed to work just over images with
vertical bars. But it is easy to find a combination of vertical separa-
tors which may lead to failure (such as an image containing a ver-
tical separator on each slab, that would lead to turn to gray all
sections for all angles).

Based on that, instead of turning to gray the sections with more
than one black pixel, we propose a smoother rule: to use a thresh-
old T to decide whether the section should be turned to gray or not.
The section should only be turned to gray if it contains a percent-
age of black pixels above this threshold. The percentage is calcu-
lated as:

T ¼ nbp=ss; ð2Þ

where nbp is the number of black pixels in the section and ss is the
size of the section. So, rewriting the Eq. (1) in Section 3.1:

if p > T then wc ¼ wc þ ss; ð3Þ

where p is the percentage of black pixels in the section, T is the
threshold, wc is a counter which stores the number of white pixels
and ss is the size of the section.

Even in documents which have components that cannot be per-
fectly covered by parallelograms, the use of a threshold T brings
benefits. This occurs in documents with non-textual elements, like
stamps or handwritten components. After experimental study
(shown further), T was set to 0.018.

Fig. 4 presents examples in which Chou et al.’s original method
performed unsatisfactorily. Fig. 4(a) shows a bank check with
noise, handwritten components and a stamp. Fig. 4(b) shows a doc-
ument containing a large amount of vertical separators. The new
proposal using the white area and the threshold estimated cor-
rectly the skew angle over these images.

4. Experimental studies

We evaluated our proposal over a collection of images. The ori-
ginal Chou et al.’s approach was implemented and tested for com-
parison. We computed the error of the skew angle estimation as
the difference between the estimated angle and the target angle.
This is called estimation error.

Chou et al. compared their technique with the following ones: a
projection-based method (Postl, 1986), a maximum variance of
transitions counts method (Ishitani, 1993) and a cross-correlations



Fig. 4. Examples of documents with non-textual elements that can mislead the skew angle estimation proposed by Chou et al. (a) A Brazilian bank check with noise,
handwritten components and a stamp (some information are hidden for identity preserving purposes). (b) A document containing vertical separators.
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method (Avanindra, 1997). As conclusion, Chou et al. showed that
their method achieved the best results in the estimation of the
skew angle and also in the computational time. This section shows
the comparison between our algorithm, Chou et al.’s original ap-
proach, Baird projection profile method (Baird, 1987), and Ávila
and Lins’ nearest neighbor clustering approach capable to detect
both orientation and skew angle (Ávila and Lins, 2005). For all
the experiments the slab width was set to 450 pixels for Chou
et al.’s and our approaches. Previous experiments were presented
in Mascaro and Cavalcanti (2008).
4.1. Databases

To examine the performance of the proposed method we con-
structed two disjoint databases with document images: one syn-
thetic and one real. The first one was used to compute the
estimation error of the skew angles and vary the threshold T to de-
cide its best value. To ensure that each document in this database
had 0� of skew angle, we collected images from electronic docu-
ments. After that, the images were artificially rotated with an angle
within [�15�,+15�]. For this database, it was used a variety of doc-
uments composed by a mixture of textual and non-textual compo-
nents (like forms, tables, pictures, etc.) with 200 dpi. The number
of images in this database is 644.

In order to evaluate the difference in performance using the
threshold described in Section 3.3, we simulate noisy images by
adding salt and pepper noise in the first database. Fig. 5 illustrates
a zooming into an image from this database. The error over images
with the salt and pepper noise was computed apart.
Fig. 5. Piece of a document from salt and pepper database with density 0.01.
The second database was used to evaluate the performance of
the method over real scanned images. We collected 3,268 images
including 2,744 Brazilian bank checks, 303 forms, 167 payrolls
and 54 bank payment slips. Fig. 6 shows sample images that com-
pound the second database. We can see that the images have very
different layouts.

As it can be seen, the documents from the bank payment slip
and forms datasets contain vertical separators and multiple font
styles and sizes. And the images from the bank checks dataset con-
tain handwritten components, stamps and much noise.

A third dataset was introduced: the database provided by Chou
et al. (2007). It contains 500 images, which are generated by scan-
ning a collection of different documents, with a resolution of
300 dpi. The database is divided into five categories and each doc-
ument was artificially skewed at five different angles within
[�15�,+15�], totalizing 100 images per category, as follows: (1)
English documents with no figures, forms, or tables; (2) documents
in Chinese or Japanese; (3) documents composed of horizontal text
lines and large-scale figures; (4) documents composed of text lines
and tabular regions; and (5) documents in several languages.
4.2. Results

Table 1 presents the results of estimating the skew angle of the
first database which is formed by synthetic rotated documents. We
varied the value of the threshold T and evaluated the error over this
database. The column labeled as ‘‘Proposed” shows the results of
our approach with T = 0.018 which generated the minimum aver-
age error. The other methods in comparison are presented in col-
umns labeled as ‘‘Chou et al.”, ‘‘Baird” and ‘‘Ávila–Lins”.

Baird’s projection profile method achieved the best result due to
its high accuracy in dealing with documents containing clear sep-
aration between the text lines. The proposed method achieved sec-
ond best result. The improvement over Chou et al.’s results
occurred especially in images with a large amount of vertical sep-
arators. Although Ávila–Lins’ algorithm also worked well with
plain clean text, the reason for main errors is the orientation cor-
rection. For example, a document with 0� skew angle being evalu-
ated as up-sided-down, result in an estimation error of 180�.

To choose the better value for the threshold T, we varied its va-
lue from T = 0.010 to T = 0.050 and measured the average error
over the synthetic database. For T = 0.010 to T = 0.018 the average
error over the database decreased, achieving a minimum of
0.0165� at T = 0.018 with a standard deviation of 0.0384�. For val-
ues above T = 0.018, the average error started to increase. For all
following presented results, T was set to 0.018.



Fig. 6. Examples of database composed with real scanned images of documents. (a) A bank payment slip, (b) a payroll, (c) two examples of forms and (d) two Brazilian bank
checks (data was hidden for identity preserving purposes).

Table 1
Error rates in degrees (�) from images of the synthetic database. �x is the average error
and s is the standard deviation.

Estimation error (�x� s)

Proposed Chou et al. Baird Ávila–Lins

Database 1 0.0165 ± 0.0384 1.381 ± 5.196 0.0002 ± 0.004 16.768 ± 52.350

Table 2
Error rates in degrees (�). Images from synthetic database (Database 1) with salt and
pepper noise.

Density Estimation error (�x� s)

Proposed Chou et al. Baird Ávila–Lins

0.01 0.0261 ± 0.0457 5.2292 ± 6.7752 7.4738 ± 4.0803 92.5650 ± 27.3920
0.02 0.1080 ± 0.7982 12.3573 ± 7.4525 7.4550 ± 4.0220 15.9090 ± 7.4550
0.03 0.2896 ± 1.6229 15.9641 ± 8.5011 7.4620 ± 4.0560 7.4620 ± 4.0560
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Aiming to verify the gain in performance using the threshold
T we added salt and pepper noise with different densities in
images of the synthetic database. As shown in Table 2, the error
over Chou et al.’s approach increased, especially with larger
density (d) noise. The noise causes Chou et al.’s algorithm to
turn the sections to gray, misleading the analysis of the white
sections. Baird’s approach also greatly increased its average
error. This happens because the analysis of such methods



Table 3
Difference to 0�. Images from the real database.

Category Estimation error (�x� s)

Proposed Chou et al. Baird Ávila–Lins

Bank payment slip 0.3291 ± 0.6716 0.3056 ± 0.7362 0.3056 ± 0.7175 70.1519 ± 88.2205
Form 0.1079 ± 0.2340 9.4488 ± 8.3749 0.1792 ± 0.4774 24.5109 ± 61.5573
Bank check 0.1438 ± 0.2598 15.7570 ± 4.3809 0.1681 ± 0.1914 106.6098 ± 88.2100
Payroll 0.1743 ± 0.1864 0.1611 ± 0.1839 0.1836 ± 0.1453 36.3384 ± 72.2529
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rely in evaluating the text components, which are sensible to
noise.

Conversely, the proposed approach continued to work fine. The
use of the threshold T added robustness to the parallelogram meth-
od and the average error suffered a small increase. For all the den-
sities, the proposed approach achieved the best results.

To analyze the skew correction in a practical environment, the
new approach was tested over real scanned images. The images
in this dataset present a skew close to 0�. Table 3 presents a quan-
titatively analysis of the results in this dataset: the values repre-
sent the difference to 0�. However, these values do not represent
error rates, just an estimation of it, assuming that images are close
to 0�.
Fig. 7. Examples of the skew correction of real scanned images. (a) Scanned document of
Chou et al.’s estimation – Chou et al.’s method detected �17� of skew. Our proposed a
applying the correction to bank check based on the Chou et al.’s estimation – Chou et al.
In this manner, it is possible to compare the performance of
each approach. Both proposed and Baird’s approaches achieved
very satisfactory results for all images in this database. However,
the original Chou et al.’s algorithm got confused in most part of
the skew angles. For the payroll and bank payment slip dataset,
Chou et al.’s algorithm achieved satisfactory results. However, for
bank checks and forms datasets, Chou et al.’s approach had a low
performance in almost all images; Fig. 7 shows examples. For
Ávila–Lins’ algorithm, the orientation correction persisted as a
problem.

The success of the proposed approach can be attributed to: (i)
evaluation of the white region through background area; (ii) ability
to deal not only with plain text, but also with: handwritten compo-
the category ‘‘Forms”. (b) Result of applying the correction to the form based on the
pproach detected 0� skew angle. (c) A scanned Brazilian bank check. (d) Result of
’s method detected �17� of skew. Our proposed approach detected 0.3� skew angle.



Table 4
Error rates in degrees (�). Images from database provided by Chou et al.

Category Estimation error (�x� s)

Proposed Chou et al. Baird Ávila–Lins

#1 0.1700 ± 0.1314 0.149 ± 0.129 0.2420 ± 0.1689 0.2130 ± 0.1668
#2 0.1070 ± 0.1365 0.1390 ± 0.1430 0.1730 ± 0.1704 50.1693 ± 48.8462
#3 0.4890 ± 0.1456 0.2310 ± 0.1350 0.5480 ± 0.1337 0.5690 ± 0.1454
#4 0.1190 ± 0.1361 0.1110 ± 0.1270 0.1380 ± 0.1421 41.3349 ± 75.9839
#5 0.0730 ± 0.0737 0.0770 ± 0.0750 0.0831 ± 0.0830 64.8600 ± 86.7820

Table 5
Gain in computation time (in %) using the reduced search space when compared with
the Chou et al.’s approach.

Database Gain (%)

Database 1 (images synthetically rotated) 12.35
Database 2 (real scanned images) 51.30
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nents, stamps, noise and vertical separators – due to the threshold.
This happens because our new approach makes a better evaluation
about the white space (the background) using the area to measure
it. As the images contain components that are not plain text (hand-
written components, stamps, noise, vertical separators, etc.), the
proposal of using a threshold brought the ability to deal with this
kind of features.

The last dataset to be evaluated is the database provided by
Chou et al. The average errors over this database are presented in
Table 4. It can be noticed that our new proposal and Chou et al.’s
approach had very similar error rates. Baird’s algorithm also
showed satisfactory results. For Ávila–Lins’ approach, the high er-
ror rate in categories #2, #4 and #5 is due to orientation failure.
Various Chinese documents in category #2 were evaluated as being
in landscape mode, i.e., for a 0� skew angle, the estimation error
was 90�. For category #4 and #5 the errors were due to images
resulting in up-side-down orientation.

4.3. Computational time

With the reduction in the search space proposed here, the com-
putational time is also reduced. Table 5 shows the average differ-
ence (in %) in the computational time between our and Chou
et al. approaches. The second row in Table 5 presents the results
for the real database (images with skew angles close to 0�), com-
posed with real scanned images. We can see that reducing the
search space gave approximately 50% reduction in the computa-
tional time. It is important to mention that the Chou et al.’s method
was faster than a projection-based method (Postl, 1986), a maxi-
mum variance of transitions counts method (Ishitani, 1993) and
a cross-correlations method (Avanindra, 1997). Based on that, we
can say that the approach presented here is faster than these tech-
niques too. Both algorithms were implemented in MatLab by the
same programmer with no optimization code. They were also
tested in the same computer in equal conditions. The source code
of our approach can be downloaded in the following site: http://
www.cin.ufpe.br/�viisar.

5. Final remarks

Using parallelograms to fit the objects of a document is useful to
estimate the skew angle of document images. In this paper we pro-
posed a variation of Chou et al.’s method based on parallelogram
covering. Comparing with Chou et al.’s approach, a projection pro-
file method and a nearest neighbor method, through experimental
tests over synthetic rotated images we showed that the proposal
achieved better results over noisy images and documents contain-
ing vertical separators, like tables and forms. Through the real
scanned images database we noted that our new approach can
make a better evaluation of the background in the document and
also works better with printed images containing handwritten
components, noise and vertical separators.

We also showed an efficient procedure to reduce the search
space, reducing the computational time of the algorithm. The pro-
posed approach saves more time when the images have skew an-
gles close to 0�, as it starts searching from this angle; the time
consumption is proportional to the skew angle of the image.

The objective of this work was to deal with images containing a
single angle along the image. It was not prepared to deal with
images containing multiple skew along the document. In hand-
written documents, it is possible to have multiple skew angles
for each text line, especially when the person does not have a base-
line. We leave this as future work to evolve the present approach to
deal with this kind of skew.
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